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Abstract. Bounded Model Checking (BMC) is a technique for encoding an LTL model checking problem into a problem of propositional satiﬁability. Since the seminal paper by Biere et al. [2], the research on BMC has been primarily directed at achieving higher efﬁciency for solving reachability properties. In this paper, we tackle the problem of improving BMC encodings for the full class of LTL properties. We start noticing some properties of the encoding of [2], and we exploit them to deﬁne improvements that make the resulting boolean formulas smaller or simpler to solve.

1 Motivations and goals

Model Checking [8, 7] is a powerful technique for verifying systems and detecting errors at early stages of the design process, which is obtaining wide acceptance in industrial settings. In Model Checking, the speciﬁcation is expressed in temporal logic—either Computation Tree Logic (CTL) or Linear temporal Logic (LTL)—and the system is modeled as a ﬁnite state machine (FSM). A traversal algorithm veriﬁes exhaustively whether the FSM satisﬁes the property or not. Symbolic Model Checking uses Ordered Boolean Decision Diagrams (BDDs) [4] to encode the FSM [5, 11].

Recently a new approach for Symbolic Model Checking has been proposed, called Bounded Model Checking (BMC), which is based on SAT techniques [2]. Given a FSM $M$ and an LTL speciﬁcation $f$, the idea is to look for counterexamples of maximum length $k$, and to generate a boolean formula which is satisﬁable if and only if such counter-example exists. The boolean formula is then given as input to a SAT solver. If the formula is satisﬁable, the satisfying assignment returned is converted into a counter-example execution path.

* The fourth author is sponsored under the MURST COFIN99 project “Model checking and satisfiability: development of novel decision procedures and comparative evaluation and experimental analysis in significant application areas — Moses”, protocol number 9909261583. The ﬁrst, second and fourth authors are sponsored by the CALCULEMUS! IHP-RTN EC project, contract code HPRN-CT-2000-00102, and have thus beneﬁted of the ﬁnancial contribution of the Commission through the IHP program.
Since then, the research on bounded model checking has mainly focused on using effective data structures to encode boolean expression \([1, 16]\) or on customizing SAT procedures for BMC problems \([14]\). Moreover, most work have restricted to the very particular subproblem of reachability \([3, 1, 14, 9]\). For the general case, no alternative encoding than that in \([2]\) has been proposed so far.

In this paper, we analyze the encoding of \([2]\), we reveal and prove some basic properties of the encoding, and we use these properties to define some improvements which make the resulting boolean formula smaller or simpler to solve. Some of these improvements are currently implemented in the NuSMV symbolic model checker \([6]\) (NuSMV is available at http://nusmv.irst.it/it).

2 The basic encoding

We briefly recall some basic notions and a description of the BMC encoding, as proposed in \([2]\). We omit any formal description of the semantics of LTL and of LTL model checking, which can be found there.

We consider LTL formulas in negative normal form, which are defined as follows: a propositional literal is a LTL formula; if \(h\) and \(g\) are LTL formulas, then \(h \land g\), \(h \lor g\), \(Xg\), \(Gg\), \(Fg\), \(hUg\) and \(hRg\) are LTL formulas, \(X\), \(G\), \(F\), \(U\) and \(R\) being the standard “next”, “globally”, “eventually”, “until” and “releases” temporal operators respectively. We denote by \(\text{depth}(f)\) the maximum level of nesting of temporal operators in \(f\). A Kripke Structure \(M\) is a tuple \((\mathcal{S}, I, T, \mathcal{L})\) with a finite set of states \(\mathcal{S}\), a set of initial states \(I \subseteq \mathcal{S}\), a transition relation \(T \subseteq \mathcal{S} \times \mathcal{S}\) and a labeling function \(\mathcal{L} : \mathcal{S} \to \mathcal{P}(\mathcal{A})\), \(\mathcal{A}\) being the set of atomic propositions.

Given \(M\), an LTL formula \(f\) and an integer \(k \geq 0\), the existential bounded model checking problem \(M \models_k E f\), meaning “there exist an execution path of \(M\) of length \(k\) satisfying the temporal property \(f\)”, is equivalent to the satisfiability problem of a boolean formula \([[M, f]]_k\) defined as follows:

\[
[[M, f]]_k := [[M]]_k \land [[f]]_k
\]

(1)

where

\[
[[M]]_k := I(s_0) \land \bigwedge_{i=0}^{k-1} T(s_i, s_{i+1}),
\]

(2)

\[
[[f]]_k := (\neg I_k \land [[f]]_k^0) \lor \bigvee_{i=0}^k (iL_k \land [[f]]_k^i),
\]

(3)

\(iL_k := T(s_k, s_i)\), \(L_k := \bigvee_{i=0}^k iL_k\), \([[f]]_k^0\) and \([[f]]_k^i\) are described in Table 1. (If \(f\) is boolean, we denote by \(f_i\) the value of \(f\) at step \(i\).) Intuitively,

- \([[M, f]]_k\) represents the paths of length \(k\) which are compatible with the initial conditions and the transition relation, and satisfy \(f\);
<table>
<thead>
<tr>
<th>$f$</th>
<th>$[[f]]_k$</th>
<th>$i([f])_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>$p_i$</td>
<td>$p_i$</td>
</tr>
<tr>
<td>$\neg p$</td>
<td>$\neg p_i$</td>
<td>$\neg p_i$</td>
</tr>
<tr>
<td>$h \land g$</td>
<td>$[[h]]_k \land [[g]]_k$</td>
<td>$i[[h]]_k \land i[[g]]_k$</td>
</tr>
<tr>
<td>$h \lor g$</td>
<td>$[[h]]_k \lor [[g]]_k$</td>
<td>$i[[h]]_k \lor i[[g]]_k$</td>
</tr>
<tr>
<td>$Xg$</td>
<td>$[[g]]_k$ if $i &lt; k$ \ otherwise.</td>
<td>$i[[g]]_k$ if $i &lt; k$ \ otherwise.</td>
</tr>
<tr>
<td>$Gg$</td>
<td>$\bigwedge_{min(i,k)} i[[g]]_k$</td>
<td>$\bigwedge_{min(i,k)} i[[g]]_k$</td>
</tr>
<tr>
<td>$hUg$</td>
<td>$\bigvee_{j=max(i,k)} (i[[g]]<em>k \land \bigwedge</em>{n=i}^{j-1} i[[h]]<em>k) \lor \bigwedge</em>{n=i}^{j-1} i[[h]]<em>k \land \bigwedge</em>{n=i}^{j-2} i[[g]]_k$</td>
<td>$\bigvee_{j=max(i,k)} (i[[g]]<em>k \land \bigwedge</em>{n=i}^{j-1} i[[h]]<em>k) \lor \bigwedge</em>{n=i}^{j-1} i[[h]]<em>k \land \bigwedge</em>{n=i}^{j-2} i[[g]]_k$</td>
</tr>
<tr>
<td>$hRg$</td>
<td>$\bigwedge_{j=0}^{i} (i[[h]]<em>k \land \bigwedge</em>{n=i}^{j} i[[g]]<em>k) \lor \bigwedge</em>{n=i}^{j-1} i[[h]]<em>k \land \bigwedge</em>{n=i}^{j-2} i[[g]]_k$</td>
<td>$\bigwedge_{j=0}^{i} (i[[h]]<em>k \land \bigwedge</em>{n=i}^{j} i[[g]]<em>k) \lor \bigwedge</em>{n=i}^{j-1} i[[h]]<em>k \land \bigwedge</em>{n=i}^{j-2} i[[g]]_k$</td>
</tr>
</tbody>
</table>

Table 1. Recursive definition of $[[f]]_k$ and $i([f])_k$.

- $[[M]]_k$ represents the paths which are compatible with the initial conditions and the transition relation;
- $[[f]]_k$ represents the paths which satisfy $f$;
- $L_k$ represents the transition from step $k$ to step $l$, which induces a loop;
- $L_k$ represents the disjunction of every transition from step $k$ to a step $l$;
- $[[f]]_k$ represents the paths which satisfy $f$, if there is no loop from step $k$ to any step $l \leq k$;
- $i[[f]]_k$ represents the paths which satisfy $f$, if there is a loop from step $k$ to step $l$.

Of course, the method is not complete, in the sense that, if $[[M,f]]_k$ is unsatisfiable (that is, $M \not\models_k EFf$) then nothing can be said about the existence of paths of length $\geq k$. Of course, there is a maximum value of $k$, called the diameter of the problem, after which we can conclude there is no solution. Unfortunately, such value is typically very big and very hard to compute [3]. Thus, the typical technique is to generate and solve $[[M,f]]_k$ for increasing values of $k = 0, 1, 2, 3, \ldots$ until either a satisfying path is found, or a given timeout is reached.

Notice that, a path of length $k$ satisfying an LTL formula $f$ (i.e. such that $M \models_k EFf$) corresponds to a counter-example for the universal model checking problem $M \models A \neg f$, meaning “for all computation path the LTL property $\neg f$ is satisfied”.

\(^1\) This should not be a surprise, as LTL model checking is PSPACE-complete, while SAT is NP-complete.
3 Problems with the basic encoding

In this paper we assume that all the boolean formulas are represented by binary directed acyclic graphs (DAGs) so that all common subformulas are shared. 2 These formulas keep reasonably small, but are not canonical, in the sense that the DAG representation of logically equivalent formulas is not unique. The DAG representing $[[M, f]]_k$ is CNF-ized by means of a labeling CNF conversion (see. e.g., [12,10]). Remarkably, this conversion avoids the exponential explosion in size, but forces the introduction of new boolean variables. Moreover, the resulting formula is not logically equivalent to the previous one, but it is only equally satisfiable.

A key problem with the encoding described in Section 2 is that in many cases it produces redundant formulas. For instance, if we consider the standard reachability problem s.t. $f = Fg$ with $g$ boolean and we apply straightforwardly (3) and the encodings of Table 1, we have:

$$[[Fg]]_k = \left( \bigwedge_{i=0}^{k} L_k \bigwedge_{j=0}^{k} g_j \right) \lor \bigvee_{i=0}^{k} \bigwedge_{j=0}^{k} L_k \bigvee_{j=0}^{k} g_j.$$  

(4)

The DAG structure allows for sharing the $\bigvee_{j=0}^{k} g_j$ and $L_k$ terms, but it cannot simplify (4) any further. On the other hand, we will see later that in this case $[[Fg]]_k = \bigvee_{j=0}^{k} g_j$, that is, all the $L_k$ terms can be dropped.

In general, there are often simplifications which can be done, e.g., by simply applying DeMorgan’s rules and/or the associativity of conjunctions and disjunctions, or by recognizing properties due to the semantics of subformulas. In this paper we identified some of these simplifications, thus allowing for their application in the encoding algorithm. The identified simplifications aim to speed up the SAT solver in answering the submitted problem.

4 Optimizations to the encoding

Analyzing (1), (2), (3) and the inductive definitions of $[[f]]_k$ and $i[[f]]_k$ in Table 1, we notice some properties which allow for introducing significant improvements in the size of the encodings. In the following we denote by $f \models g$ propositional model entailment.

4.1 Removing the “$-L_k$” component

Property 1. For all LTL formulas $f$ and for all $i$, $l$, $k$ s.t. $0 \leq i \leq k$ and $0 \leq l \leq k$,

$$[[f]]_k \models i[[f]]_k^l$$  

(5)
Proof. The result comes from the inductive definitions of 
\([f]_k^i\) and \(i([f]_k^i)\) in Table 1, by induction on the structure of \(f\). We recall that, in propositional logic, if \(f_1 \models g_1\) and \(f_2 \models g_2\), then \(f_1 \land f_2 \models g_1 \land g_2\) and \(f_1 \lor f_2 \models g_1 \lor g_2\), and \(h \models h[g_1 / f_1]^+\), where \(h[g_1 / f_1]^+\) is obtained by substituting positive occurrences of \(f_1\) with \(g_1\) in \(h\).

- If \(f \in \{p, \neg p\}\), then \([f]_k^i = i([f]_k^i)\).

We assume by inductive hypothesis that \([h]_k^i \models i([h]_k^i)\) and \([g]_k^i \models i([g]_k^i)\). Thus:

- \([h]_k^i \land [g]_k^i \models i([h]_k^i) \land i([g]_k^i)\) and \([h]_k^i \lor [g]_k^i \models i([h]_k^i) \lor i([g]_k^i)\).
- \([Xg]_k^i \models i([Xg]_k^i)\) and \([Gg]_k^i \models i([Gg]_k^i)\), as \(\perp \models f\) for every \(f\).
- \([\neg f]_k^i \models i([\neg f]_k^i)\), \([\neg Ug]_k^i \models i([\neg Ug]_k^i)\), \([\neg Rg]_k^i \models i([\neg Rg]_k^i)\), as they are all in the form "\([f]_k^i \models i(f) / i(h, g / i(g)^+ \lor F^*\)\), where \([f]_k^i \models i(h, g / i(g)^+ \lor F^*\) is the formula obtained by substituting the positive occurrences of \([h]_k^i\)’s and \([g]_k^i\)’s with the respective \(i([h]_k^i)\)’s and \(i([g]_k^i)\)’s in \([f]_k^i\).\]

\(\blacksquare\)

Property 2. The boolean expression \([f]_k^i\) defined in (3) is logically equivalent to
\[\bigvee_{i=0}^{k} (L_k \land i([f]_k^i)\).
\]

Proof. If \(\mu\) is a model for \((\neg L_k \land [f]_k^i) \lor \bigvee_{i=0}^{k} (L_k \land i([f]_k^i))\), then it is trivially a model also for \(( [f]_k^i) \lor \bigvee_{i=0}^{k} (L_k \land i([f]_k^i)))\). Vice-versa, if \(\mu\) is a model for \(( [f]_k^i) \lor \bigvee_{i=0}^{k} (L_k \land i([f]_k^i)))\), then either it is a model for \(\bigvee_{i=0}^{k} (L_k \land i([f]_k^i))\) or it is not. In the first case, \(\mu\) is a model also for (3). In the second case, \(\mu \models [f]_k^i\) and, for every \(l\), \(\mu \models i[L_k \land [f]_k^i]\). From Property 1 for every \(l\) \(\mu \models i[L_k \land [f]_k^i]\), thus \(\mu \models \neg L_k\), and thus it is a model for (3).\]

\(\blacksquare\)

Thus, in (3) the “\(\neg L_k\)” component is redundant and can be dropped.

4.2 Encodings ad hoc when \(\text{depth}(f) \leq 1\)

In this section we borrow from [13] some ideas from their encodings of CTL specifications of the form \(\{AXg, AGg, AFg, A[hUg], A[hRg]\}\), with \(h\) and \(g\) boolean, which we generalize to every LTL formula \(f\) s.t. \(\text{depth}(f) \leq 1\).\(^3\)

Property 3. If \(i([f]_k^i)\) does not vary with \(l\) (we denote it by \(\ast([f]_k^i)\)), then we have:
\[i([f]_k^i) = i([f]_k^i) \lor (L_k \land \ast([f]_k^i)).\]

\(^3\) Notice that our encodings are dual w.r.t. those defined in [13] as here \(f\) is the negation of the specification.
Proof. From (6), we have:

\[
[[f]]_k = [[f]]_0^k \lor \bigvee_{i=0}^k \left( i L_k \land \neg [[f]]_i^k \right) \\
= [[f]]_0^k \lor \bigvee_{i=0}^k \left( i L_k \land \neg [[f]]_i^k \right) \\
= [[f]]_k^0 \lor (L_k \land \neg [[f]]_k^0).
\]

\[
\Box
\]

Property 4. If \( i[[f]]_k^0 \) does not vary with \( l \), and if there exists a formula \( F_k^* \) such that \( i[[f]]_k^0 \) can be rewritten as \( i[[f]]_k^0 = ( [[f]]_k^0 \lor F_k^* ) \), then we have:

\[
[[f]]_k = [[f]]_k^0 \lor (L_k \land F_k^*).
\] (8)

Proof. Starting from (7), we can factorize the common term \( [[f]]_k^0 \):

\[
[[f]]_k = [[f]]_k^0 \lor (L_k \land ( [[f]]_k^0 \lor F_k^*)) \\
= [[f]]_k^0 \lor (L_k \land [[f]]_k^0) \lor (L_k \land F_k^*) \\
= [[f]]_k^0 \lor (L_k \land F_k^*).
\]

\[
\Box
\]

As a particular case, if \( i[[f]]_k^0 = [[f]]_k^0 \), then \( F_k^* = \bot \) and thus \( [[f]]_k = [[f]]_k^0 \).

Property 5. If depth\((f) \leq 1 \), then \( i[[f]]_k^0 = \neg [[f]]_k^0 \) does not vary with \( l \). Thus, by Property 3 we have:

\[
[[f]]_k = [[f]]_k^0 \lor (L_k \land \neg [[f]]_k^0).
\] (9)

Proof. The result comes from Table 1 by induction on the structure of \( f \).

- If \( f \in \{p, \neg p\} \), then \( i[[f]]_k^i \) does not vary with \( l \), for every \( i \).
- If \( i[[h]]_k^i \) and \( i[[g]]_k^i \) do not vary with \( l \), then neither do \( i[[h]]_k^i \land i[[g]]_k^i \) and \( i[[h]]_k^i \lor i[[g]]_k^i \), for every \( i \).

If \( h \) and \( g \) are boolean, then \( i[[g]]_k^i \) and \( i[[h]]_k^i \) do not vary with \( l \), for every \( i \). Thus:

- If \( i = 0 \), then \( i < k \) except when \( k = 0 \), in which case \( l = i = k = 0 \). Thus, \( i[[Xg]]_k^i \) does not vary with \( l \).
- \( \min(0, l) = 0 \), thus \( i[[Gg]]_k^0 \) and \( i[[Fg]]_k^0 \) do not vary with \( l \).
- as \( i = 0 \), the terms \( \bigvee_{j=1}^{l-1} \ldots \) are null. Thus, \( i[[hUg]]_k^0 \) and \( i[[hRg]]_k^0 \) do not vary with \( l \).

\[
\Box
\]

Thus, when depth\((f) \leq 1 \), \( [[f]]_k \) can be rewritten into the much simpler expression (9) or even into (8) if \( i[[f]]_k^0 = [[f]]_k^0 \lor F_k^* \) for some \( F_k^* \).
Table 2. $[[f]]_k^*$, $[[f]]_k^+$ and $[[f]]_k$, $f \in \{g, Xg, Gg, Fg, hUg, hRg\}$, $h, g$ boolean.

<table>
<thead>
<tr>
<th>$f$</th>
<th>$[[f]]_k^*$</th>
<th>$[[f]]_k^+$</th>
<th>$[[f]]_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g$</td>
<td>$g_0$</td>
<td>$g_0$</td>
<td>$g_0$</td>
</tr>
<tr>
<td>$Xg$</td>
<td>$g_0$ if $k &gt; 0$</td>
<td>$g_0$ if $k &gt; 0$</td>
<td>$g_0$ if $k &gt; 0$</td>
</tr>
<tr>
<td></td>
<td>$\bot$ otherwise.</td>
<td>$\bot$ otherwise.</td>
<td>$\bot$ otherwise.</td>
</tr>
<tr>
<td>$Gg$</td>
<td>$\bot$</td>
<td>$\bigwedge_{i=0}^{k} g_i$</td>
<td>$\bigwedge_{i=0}^{k} g_i$</td>
</tr>
<tr>
<td>$Fg$</td>
<td>$\bigvee_{i=0}^{k} g_i$</td>
<td>$\bigvee_{i=0}^{k} g_i$</td>
<td>$\bigvee_{i=0}^{k} g_i$</td>
</tr>
<tr>
<td>$hUg$</td>
<td>$\bigvee_{j=0}^{k} (g_j \land \bigwedge_{n=0}^{j-1} h_n)$</td>
<td>$\bigvee_{j=0}^{k} (g_j \land \bigwedge_{n=0}^{j-1} h_n)$</td>
<td>$\bigvee_{j=0}^{k} (g_j \land \bigwedge_{n=0}^{j-1} h_n)$</td>
</tr>
<tr>
<td>$hRg$</td>
<td>$\bigvee_{j=0}^{k} (h_j \land \bigwedge_{n=0}^{j} g_n)$</td>
<td>$\bigvee_{j=0}^{k} (h_j \land \bigwedge_{n=0}^{j} g_n)$</td>
<td>$\bigvee_{j=0}^{k} (h_j \land \bigwedge_{n=0}^{j} g_n)$</td>
</tr>
</tbody>
</table>

Example 1. Consider the LTL model checking problem $M \models A((hUg) \rightarrow Gp)$, and its corresponding BMC problem $M \models k Ef, f$ being $((hUg) \land F \neg p)$, $h, g$ and $p$ being boolean. We have $[[f]]_k^0 = i[[f]]_k^0 = \bigvee_{j=0}^{k} \left( g_j \land \bigwedge_{i=0}^{j-1} h_i \right) \land \bigvee_{j=0}^{k} \neg p_j$. $F^* = \bot$, thus from (4), $[[f]]_k = [[f]]_k^0$. 

This is not a formula of the kind addressed by [13]. However, if we restrict to $f \in \{g, Xg, Gg, Fg, hUg, hRg\}$ with $h, g$ boolean, then we can apply (8) and obtain the same results as in [13], as shown in Table 2.

As final remark we can notice that, when $\text{depth}(f) > 1$ it is in general the case that $[[f]]_k^*$ is not a subformula of $i[[f]]_k^*$. This property can be exploited to simplify the work of the SAT solver as it will be shown in Section 5.

4.3 Handling Fairness constraints: $f = GFg$, $g$ boolean

We consider here the encoding of fairness constraints, that is, LTL formulas in the form “$GFg$”, $g$ being a boolean formula. From Table 1 we have that $[[GFg]]_k = \bot$ and that

$$i[[GFg]]_k^0 = \bigwedge_{i=0}^{k} g_i.$$  

We subdivide the external conjunction in two parts: for $i < l$, —outside the loop— and for $i \geq l$ —inside the loop. Inside the first conjunct, we further subdivide the disjunction in two parts: for $i < l$, —outside the loop— and for $i \geq l$ —inside the loop (11). The underlined term $\bigvee_{j=0}^{k} g_j$ in both conjuncts of (11) does not vary with $i$, thus we can take it out from their respective conjunctions:

$$i[[GFg]]_k^0 = \bigwedge_{i=0}^{l-1} \left( \bigvee_{j=i}^{l-1} g_j \land \bigvee_{j=i}^{k} g_j \right) \land \bigwedge_{i=l}^{k} \bigvee_{j=l}^{k} g_j$$ (11)
\[
\begin{align*}
&= \left( \bigwedge_{i=0}^{t-1} \bigvee_{j=1}^{t-1} g_j \vee \bigvee_{j=l}^{k} g_j \right) \wedge \bigvee_{j=l}^{k} g_j \\
&= \bigvee_{j=l}^{k} g_j. 
\end{align*}
\]

(12)

Intuitively, \( [[\text{GF}g]]_k^0 \) holds if and only if \( g_j \) holds in at least one of the internal states of the loop. From (3) and (12) we have thus:

\[
[[\bigwedge_r \text{GF}g^{(r)} \wedge f]]_k = \bigvee_{l=0}^{k} \left( \bigvee_{j=l}^{k} \left( L_k \wedge \bigwedge_r \bigvee_{j=l}^{k} g_j^{(r)} \wedge [[f]]_k^0 \right) \right) 
\]

(13)

which represents the case of bounded model checking \( M \models_k \text{Ef} \) under the set of fairness constraints \( \{\text{GF}g^{(r)}\}_r \). Intuitively, (13) means “there is a loop in which \( f \) holds s.t., for each \( g^{(r)} \), there is a state \( s_j \) in the loop in which \( g^{(r)} \) holds”. Again, if \( [[f]]_k^0 \) does not depend on \( l \), it can be extracted from the disjunction:

\[
[[\bigwedge_r \text{GF}g^{(r)} \wedge f]]_k = \bigvee_{l=0}^{k} \left( L_k \wedge \bigwedge_r \bigvee_{j=l}^{k} g_j^{(r)} \right). 
\]

(14)

Notice that, if we have only one fairness constraint \( \text{GF}g \), we can rewrite (13) as:

\[
[[\text{GF}g \wedge f]]_k = \bigvee_{l=0}^{k} \left( \bigvee_{j=l}^{k} \left( g_j \wedge L_k \wedge [[f]]_k^0 \right) \right) \\
= \bigvee_{l=0}^{k} \bigvee_{j=l}^{k} \left( g_j \wedge (L_k \wedge [[f]]_k^0) \right) \\
= \bigvee_{j=0}^{k} \bigvee_{l=0}^{j} \left( g_j \wedge \bigvee_{l=0}^{j} L_k \wedge [[f]]_k^0 \right) \\
= \bigvee_{j=0}^{k} \left( g_j \wedge \bigvee_{l=0}^{j} (L_k \wedge [[f]]_k^0) \right).
\]

(15)

Intuitively, (15) means “there is a state \( s_j \) in which \( g \) holds, s.t. there is a loop containing \( s_j \) in which \( f \) holds”. This means lifting to the top of the formula the boolean constraint \( g_j \) —which typically come straightforwardly from primary inputs.
4.4 “Tableau-style” encodings for $f = hUg$ and $f = hRg$

Consider $f = hUg$, $h$ and $g$ being generic LTL formulas. From Table 1, for $i = 0$ we have that

$$[[hUg]]^0_k = ( [[g]]^0_k \lor ( [[g]]^1_k \land ( [[h]]^0_k \lor ( [[h]]^1_k \land ( [[h]]^2_k \lor ( [[h]]^3_k \lor \ldots )) \lor \ldots ) ) )$$

(16)

we notice that each $[[h]]^i_k$ is a common conjunct from the $i + 2$-th conjunction onward. Thus, factorizing iteratively the $[[h]]^i_k$'s, we obtain:

$$[[hUg]]^0_k = ( [[g]]^0_k \lor ( [[h]]^0_k \land ( [[g]]^1_k \lor ( [[h]]^1_k \land ( [[g]]^2_k \lor ( [[h]]^2_k \land ( [[g]]^3_k \lor \ldots )) \lor \ldots ) ) )$$

(17)

Analogous transformations can be done for $[[hUg]]^i_k$, $i[[hUg]]^i_k$ and $i[[hUg]]^i_k$.

A comparison of the (DAG of the) encodings in (16) and (17), with $h$ and $g$ boolean, is represented in Figure 1. The second encoding requires about $2 \cdot k$ new nodes, while the first, even with the best factorization, requires about $3 \cdot k$ nodes.

Intuitively, the encoding (17) can be seen as a straightforward application of the recursive expansion:

$$hUg = g \lor (h \land X(hUg)),$$

(18)
which is the basis of the tableau encoding of LTL formulas into automata [15]. For this reason, we call this kind of encodings “tableau-style”. Analogous encodings can be produced for \([hRg]_k^i\) and \([i[hRg]]_k^i\).

The tableau-style encodings are logically equivalent to those of Table 1, thus properties 1 and 2 still hold and, if \(\text{depth}(f) \leq 1\), then we still have that \(\neg[[hUg]]_k^0 = [[hUg]]_k^0\) and \(\neg[[hRg]]_k^0 = \bigwedge_{j=0}^k g_j \vee [[hRg]]_k^0\). As a consequence, the optimizations described in Sections 4.1 and 4.2 apply to tableau-style encodings as well.

5 Adding implicit constraints

Property 1 suggests a further optimization to apply to (3) to speed up the work of the SAT solver. In Section 4.2 we noticed that if \(\text{depth}(f) > 1\), then \([f]_k^i\) is not necessarily a subformula of \([if]_k^i\). Thus, when the SAT solver has assigned (the labeling variable of) \([f]_k^i\) true, in general it may need extra search to infer that the \([if]_k^i\)'s are true; vice-versa, when it has assigned one \([if]_k^i\) false, it may need extra search to infer that \([if]_k^i\) is false.

Thus, the idea is to add a series of constraints to the resulting DAG of \([[M,f]]_k\), to speed up the search. If \(g\) is a subformula of \(f\) s.t. \(\text{depth}(f) > \text{depth}(g) > 1\), then for every \(i\) and \(l\) such that \([g]_k^i\) and \([if]_k^i\) occur in the DAG of \([[M,f]]_k\), the subformula:

\[
\neg [g]_k^i \vee [if]_k^i
\]

is added to the DAG of \([[M,f]]_k\).

As both \([g]_k^i\) and \([if]_k^i\) already occur in the DAG, the subformula (19) is simply a binary clause in the labeling variables of \([[g]_k^i\]) and \([[if]_k^i\]). Thus, when the SAT solver has assigned (the labeling variable of) \([g]_k^i\) true, then it assigns to true also all the \([if]_k^i\)'s by simple unit propagation, and vice-versa. If \(\text{depth}(f) = \text{depth}(g) > 1\), then only the \([g]_k^0\)'s occur in the DAG of \([[M,f]]_k\), thus only the constraints in \(\neg [g]_k^0 \vee [if]_k^0\) are added, for all \(l\). On the whole, this corresponds to add to the DAG of \([[M,f]]_k\) the formula

\[
\bigwedge_{g \subseteq f : \text{depth}(g) = \text{depth}(f) > 1} \bigwedge_{i=0}^k (\neg [g]_k^i \vee [if]_k^i) \land \bigwedge_{g \subseteq f : \text{depth}(f) > 1} \bigwedge_{i=0}^k (\neg [g]_k^i \vee [if]_k^i),
\]

which corresponds to add \(O(k^2 \cdot |f|)\) binary constraints.

6 Exploiting the associativity order

The main reason why we use DAGs to represent propositional formulas is that they allow for sharing a lot of subformulas, reducing thus the size and number of extra variables of the resulting CNF-ized formula submitted to the SAT
solver [12, 10]. Unfortunately, using DAG representation does not help to recognize as identical two formulas which differ only modulo associativity of $\land$, $\lor$, like, e.g., $p \land (q \land r)$ and $(p \land q) \land r$). When encoding complex LTL formulas the problem becomes very relevant, and it requires some care.

Consider for example the case of $f = h \mathcal{U} g$, with $h$ and $g$ boolean, and consider the $j$-th disjunct $\bigwedge_{m=0}^{j-1} h_m$ in Table 2. If the conjuncts are associated left-to-right:

\[
\begin{align*}
  j & : (h_1 \land (h_2 \land (\ldots \land (h_{j-2} \land h_{j-1})) \ldots)) \\  j + 1 & : (h_1 \land (h_2 \land (\ldots \land (h_{j-2} \land h_{j-1}) \land h_j)) \ldots)),
\end{align*}
\]

then the DAGs cannot share any sub-formula of the conjunction. If, instead, the conjuncts are associated right-to-left:

\[
\begin{align*}
  j & : (((h_1 \land h_2) \ldots \land h_{j-2} \land h_{j-1})) \land h_j) \\  j + 1 & : (((h_1 \land h_2) \land h_{j-2} \land h_{j-1}) \land h_j)
\end{align*}
\]

then the DAGs share the components $(((h_1 \land h_2) \ldots \land h_{j-1})$, as in Figure 1 (left). If we consider instead the example of $f = GFg$ with $g$ boolean (13), in order to let the DAG share the common disjuncts, the terms $G_i^k = \bigvee_{j=1}^{k} g_j$ must be associated in the opposite way:

\[
\begin{align*}
  G_i^k & : (g_i \lor (g_{i+1} \lor \ldots (g_{i-2} \lor (g_{i-1} \lor g_k)) \ldots))) \\  G_{i+1}^k & : (g_{i+1} \lor (g_{i+2} \lor (g_{i-1} \lor g_k)) \ldots))).
\end{align*}
\]

Thus, using DAGs with more complex LTL formulas, it is very important to decide each time the best associativity order of the conjuncts to maximize the sharing of common nodes by DAGs.

7 Conclusions and Future Works

In this paper we identified some simplifications of the encoding of bounded model checking problems into propositional satisfiability problems. These simplifications aim to reduce the effort of the SAT solvers in this problem. We are currently integrating the defined optimizations within NuSMV. Preliminary experiments on the problems proposed in [2] (not reported here for lack of space) confirm that these optimizations lead to a reduction on the size of the CNF formulas submitted to the SAT solver, and to a significant reduction in the time required by the SAT solver to return an answer.

Future work goes in two main directions. The first one consists in completing the integration of all the simplifications defined in this paper within NuSMV. The second direction consists in performing an exhaustive experimental analysis aimed, from one hand, to show the effectiveness of the devised simplifications, and from the other hand, to possibly discover new ones. A crucial point to perform a detailed experimental analysis is the lack of a standard benchmark suite for evaluating the performances of the encoding algorithms. As part of this task, we are working on the definition of a benchmark suite for bounded model checking problems.
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