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Abstract. The ability to automatically compose web services, and to monitor
their execution, is an essential step to substantially decrease time and costs in the
development, integration, and maintenance of complex services. In this paper,
we exploit techniques based on the “Planning as Model Checking” approach to
automatically compose web services and synthesize monitoring components. By
relying on such a flexible technology, we are able to deal with the difficulties
stemming from the unpredictability of external partner services, the opaqueness
of their internal status, and the presence of complex behavioral requirements. We
test our approach on a simple, yet realistic example; the results provide a witness
to the potentiality of this approach.

1 Introduction

The emerging paradigm of web services provides the basis for the interaction and coor-
dination of business processes that are distributed among different organizations, which
can exchange services and can cooperate to provide better services, e.g., to third par-
ties organizations or to individuals. One of the big challenges for the taking up of web
services is the provision of computer automated support to the composition of service
oriented distributed processes, in order to decrease efforts, time, and costs in their devel-
opment, integration, and maintenance. The ability to automatically plan the composition
of web services, and to monitor their execution is therefore an essential step toward the
real usage of web services.

BPEL4WS (Business Process Execution Language for Web Services) [1] is an
emerging standard for the specification and execution of service oriented business pro-
cesses. BPEL4WS has been designed with two functions in mind. On the one hand,
executable BPEL4WS programs allow the specification and execution of the processes
internal to an organization (internal processes in the following). On the other hand,
abstract BPEL4WS specifications can be used to specify and publish the protocol that
external agents have to follow to interact with a web service (external protocols in the
following). Therefore, BPEL4WS offers the natural starting point for web service com-
position.

In this paper, we devise a planning technique for the automated composition and au-
tomated monitoring of web services. Automated composition allows providing services
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that combine other, possibly distributed, services, in order to achieve a given business
goal. Starting from the description of the external protocols (e.g., expressed as an ab-
stract BPEL4WS specification) and given a “business requirement” for the process (i.e.
the goal it should satisfy, expressed in a proper goal language), the planner synthesizes
automatically the code that implements the internal process and exploits the services
of the partners to achieve the goal. This code can be expressed in a process execution
language such as executable BPEL4WS.

Our planning techniques are also exploited to automatically generate a monitor of
the process, i.e., a piece of code that is able to detect and signal whether the external
partners do not behave consistently with the specified protocols. This is vital for the
practical application of web services. Run-time misbehaviors may take place even for
automatically composed (and possibly validated) services, e.g. due to failures of the un-
derlying message-passing infrastructure, or due to errors or changes in the specification
of external web services.

In order to achieve these results, our planner must address the following difficulties,
which are typical of planning under uncertainty:

– Nondeterminism: The planner cannot foresee the actual interaction that will take
place with external processes, e.g., it cannot predict a priori whether the answer to
a request for availability will be positive or negative, whether a user will confirm or
not acceptance of a service, etc.

– Partial Observability: The planner can only observe the communications with
external processes; that is, it has no access to their internal status and variables. For
instance, the planner cannot know a priori the list of items available for selling from
a service.

– Extended Goals: Business requirements often involve complex conditions on the
behavior of the process, and not only on its final state. For instance, we might
require that the process never gets to the state where it buys an item costing more
than the available budget. Moreover, requirements need to express conditional pref-
erences on different goals to achieve. For instance, a process should try first to re-
serve and confirm both a flight and an hotel from two different service providers,
and only if one of the two services is not available, it should fall back and cancel
both reservations.

We address these problems by developing planning techniques based on the “Planning
as model checking” approach, which has been devised to deal with nondeterministic do-
mains, partial observability, and extended goals. A protocol specification for the avail-
able external services is seen as a nondeterministic and partially observable domain,
which is represented by means of a finite state machine. Business requirements are
expressed in the EaGLe goal language [8], and are used to drive the search in the do-
main, in order to synthesize a plan corresponding to the internal process defining the
web-service composition. Plan generation takes advantage of symbolic model checking
techniques, that compactly represent the search space deriving from nondeterministic
and partially observable domains. These are also exploited to produce compact moni-
toring automata that are capable to trace the run-time evolution of external processes,
and thus to detect incorrect interactions.



In this paper, we define the framework for the planning of composition and mon-
itoring of distributed web services, describe it through an explanatory example, and
implement the planning algorithm in the MBP planner. We provide an experimental
evaluation which witnesses the potentialities of our approach.

2 A web-service composition domain

Our reference example consists in providing a furniture purchase & delivery service. We
do so by combining two separate, independent existing services: a furniture producer,
and a delivery service.

We now describe the protocols that define the interactions with the existing services.
These protocols can be seen as very high level descriptions of the BPEL4WS external
protocols that would define the services in a real application.

The protocol provided by the furniture producer is depicted in Fig. 1.3. The proto-
col becomes active upon a request for a given item; the item may be available or not —
in the latter case, this is signaled to the request applicant, and the protocol terminates
with failure. In case the item is available, the applicant is notified with informations
about the product, and the protocol stops waiting for either a positive or negative ac-
knowledgment, upon which it either continues, or stops failing. Should the applicant
decide that the offer is acceptable, the service provides him with the cost and produc-
tion time; once more, the protocol waits for a positive or negative acknowledgment, this
time terminating in any case (with success or failure).

The protocol provided by the delivery service is depicted in Fig. 1.2. The protocol
starts upon a request for transporting an object of a given size to a given location.
This might not be possible, in which case the applicant is notified, and the protocol
terminates failing. Otherwise, a cost and delivery time are computed and signaled to
the applicant; the protocol suspends for either a positive or negative acknowledgment,
terminating (with success or failure respectively) upon its reception.

The idea is that of combining these services so that the user may directly ask the
combined service to purchase and deliver a given item at a given place. To do so, we
exploit a description of the expected protocol the user will execute when interacting
with the service. According to the protocol (see Fig. 1.1), the user sends a request to get
a given item at a given location, and expects either a signal that this is not possible (in
which case the protocol terminates, failing), or an offer indicating the price and cost of
the service. At this time, the user may either accept or refuse the offer, terminating its
interaction in both cases.

Thus a typical (nominal) interaction between the user, the combined purchase &
delivery service P&S, the producer, and the shipper would go as follows:

1. the user asks P&S for a certain item I, that he wants to be transported at location L;
2. P&S asks the producer some data about the item, namely its size, the cost, and how

much time does it take to produce it;
3. P&S asks the delivery service the price and cost of transporting an object of such a

size to L;
4. P&S provides the user a proposal which takes into account the overall cost (plus an

added cost for P&S) and time to achieve its goal;
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Fig.1.2: The shipper protocolFig.1.1: The user protocol

Fig.1.3: The producer protocolFig.1.4: The composed web service

P&S

Fig. 1. The protocols and their combination.

5. the user confirms its order, which is dispatched by P&S to the delivery and pro-
ducer.

Of course this is only the nominal case, and other interactions should be considered,
e.g., for the cases the producer and/or delivery services are not able to satisfy the re-
quest, or the user refuses the final offer.

3 Planning via Model Checking

The “Planning as Model Checking” framework [5] is a general framework for planning
under uncertainty. It allows for non-determinism in the initial state and in the outcome



of action execution. It allows modeling planning domains with different degrees of run-
time observability, where e.g. the domain state is only partially visible via sensing, and
for expressing temporally extended planning goals, i.e., goals that define conditions on
sequences of states resulting from the execution of a plan, rather than just on final states.

In this framework, a domain is a model of a generic system with its own dynamics;
formally, it is expressed as a (non-deterministic) finite state automaton. The domain is
controlled by a plan which is also represented as a (deterministic) finite state automaton.
During execution, the plan produces actions, which constitute the input of the domain,
on the basis of the sensing coming from the domain and of its internal state. In turn, the
domain evolves its state in response to the action, and produced a new output. That is,
the execution can be seen as the evolution of the synchronous product of the automata
(formal details are presented in [5]).

This generality involves a high complexity in the plan synthesis. In particular, partial
observability involves the need for dealing with uncertainty about the current domain
state: at every plan execution step, the executor must consider a set of equally plausi-
ble states, also called a belief state or simply belief [7, 4]. When searching for a plan,
also the planner must consider beliefs and the result of actions and sensing over them.
Therefore, the search in a partially observable domain

�
can be described as search

inside a correspondent fully observable “belief-level”, or knowledge-level, domain
���

whose states are the beliefs of
�

. Knowledge-level domain
� �

can be produced by a
power-set construction upon

�
.

This leads to the important consequence that planning under partial observability
can be performed by planning for full observability over the associated knowledge-level
domain [3]:

Fact 1 Let
�

be a ground-level domain and � be a knowledge-level goal for
�

. Let
also
� �

be the knowledge level domain for
�

. Then � is a plan that achieves � on
�

if, and only if, � achieves (the knowledge-level interpretation of) � on
� �

.

Also notice that the knowledge-level domain describes all the valid observable be-
haviors of the domain. Therefore, we can use it as a monitor, to check at run time
whether the domain really behaves as predicted in the domain model.

In the “Planning as Model Checking” framework, extended goals have been orig-
inally expressed as CTL [10] formulas, inheriting a standard semantics over the exe-
cution structure. Planning with CTL goals has been studied in [13, 14] under the hy-
pothesis of full observability and in [5, 3] in the more general case of partial observ-
ability. However, CTL is often inadequate for planning, since it cannot express crucial
aspects such as failure and recovery conditions, intentionality, and preferences amongst
sub-goals. EaGLe [8] has been designed with the purpose to overcome these limita-
tions of CTL and to provide a language for temporally extended planning goals in non-
deterministic domains. EaGLe constructs permit to express goals of different strength
(e.g. DoReach � requires achieving � , while TryReach � requires the controller to do
its best to achieve � , but admits not reaching it); they handle failure, and sub-goal pref-
erences (namely, in � � Fail � � , goal � � is considered first, and only if its achievement
or maintenance fails, then goal � � is used as a recovery or second-choice goal). The
combination of these concepts is very powerful, and allows expressing goals such as



e.g. TryReach � Fail DoReach
�
: here, the sub-goal TryReach � requires to find a

plan that tries to reach condition � . During the execution of the plan, a state may be
reached from which it is not possible to reach � . When such a state is reached, goal
TryReach � fails and the recovery goal DoReach

�
is considered. A formal semantics

and a planning algorithm for EaGLe goals in fully observable domains appears in [8].

4 Planning for web-service composition

In this section we describe how the techniques provided by the planning as model
checking framework can be applied to solve the problem of planning and monitoring of
web-service composition.

The first step to model the domain, and to put ourselves in a position to synthesize
a combined web service, is to model each of the protocols of the external partners as a
planning domain. The states of the domain are used to codify the states of the protocol,
the current values of the variables, and the contents of the input and output channels.

The modeling of the state of the protocol and of its variables is straightforward. The
modeling of channels is more complex; each channel features a channel state (empty
or full), and in case it is full, auxiliary variables are used to store the values carried
by the channel. For instance, in the case of the shipper, the input channel REQUEST

conveys the item size and the location as data, and is hence modeled with variables
REQUEST.STATUS, REQUEST.SIZE, and REQUEST.LOC.

The only actions in the model correspond to channel read/write operations, since
these are the only operations available to an external agent for controlling the evolution
of the protocol. A receive action can only be executed on an output channel of the
protocol which is full; its execution empties the channel and updates the protocol state.
A send action, on the other hand, is possible only on an empty input channel of the
protocol; if the input channel carries values, the action also specifies the actual values
transmitted on the channel; when this action is executed, the channel is marked as full,
and the transmitted values are stored in the appropriate channel variables.

The transitions in the model capture different aspects of the evolution of the system.
From one side, they describe the update of the channel variables due to send/receive
actions executed by the agent interacting with the protocol. From the other side, they
model the internal evolution of the protocol. This internal evolution may correspond
to the receive/send operations complementary to the send/receive actions executed ex-
ternally. Also, it may correspond to updates in the internal variables, when assignment
steps of the protocols are executed. Finally, no-op transitions are introduced to model
the possibility of protocols being idle.

The observations of the protocol are limited to the status of the input and output
channels and to the values contained in a channel when it is read.

This construction defines the ground domain for each of the external partners. Given
one of these ground domains, we can perform the power-set construction to obtain
the associated knowledge level domain, which is used as a run-time monitor to check
whether the behaviors of the external partners conform to the protocol, and trigger an
appropriate handling of failures. (It is easy to extend it with a time-out mechanism to
also trap the undesired condition where a portion of some protocol is stuck.)



The goal of the planning task is to synthesize the process that interacts with the three
external processes in order to provide the purchase & delivery service to the users. The
planning domain consists of the combination of the three ground-level domains for the
external partners, i.e. of their synchronous product. The business goal of P&S can be
described as follows:

1. The service should try to reach the ideal situation where the user has confirmed
his order, and the service has confirmed the associated (sub-)orders to the producer
and shipper services. In this situation, the data associated to the orders have to be
mutually consistent, e.g. the time for building and delivering a furniture shall be the
sum of the time for building it, and that for delivering it.

2. Upon failure of the above goal, e.g., because the user refuses the offer, the service
must reach a fall-back situation where every (sub-)order has been canceled. That is,
there must be no chance that the service has committed to some (sub-)order before
the user cancels his order.

This goal can be expressed by the following EaGLe formula, where the TryReach and
DoReach clauses represents the above portions 1 and 2 of the requirement.

TryReach ���������	� �
� � ��� �
��� � � �����	� �
� � ��������� � �
���	���
� � ���
�������	� ����� � � � ��� ��� � ���	� � � �����	� �� ���!� � �"���	� �$# �
�������	� �

�%� � �
�&�'�&(�� ���	� � � �����	� �

 ����� � �
���	� �
#)#

Fail DoReach �*�������	� + � �,�-� �
��� � � �����	� + � �,�!�.����� � �
���	��+ � �/� #
The planning domain is only partially observable by the executor of the process

that we want to synthesize. Thus, solving the problem implies using dedicated al-
gorithms for planning under partial observability with EaGLe goals, or, alternatively,
planning for the fully observable associated knowledge level domain. We pursue this
latter approach, so that we can reuse existing EaGLe planning algorithms under full
observability. We proceed as follows. We generate the knowledge level domain by
combining the three monitors defined previously. Similarly to what happens for the
ground level domains, this computation consists of a synchronous product. Inside the
knowledge level domain, we mark as �
� � �&����� the belief states which contain only
states satisfying the ideal condition that the services tries to reach (i.e. �������	� �
� � �0�
���	� � � �����	���&� � �1�2����� � �"�
�	���
� � �����������	� �3�4� � � � ��� ��� � �
��� � � �����	� �
 ����� � �
���	� ��# �
�������	� �

� � � �
���'�
(�� �
��� � � �����	� �

 ���!� � �"���	� �
# �5��6 ��( � �&� �87�7 ���9� ), and as + � �,�*�"�	�

the belief states which contain only states satisfying the condition that the service
has to reach in case the preferred objective fails (i.e. ���
���	��+ � �/��� �
��� � � �����	� + � �,���
����� � �"�
�	��+ � �,���:��6 ��( � �&� ��7�7 ���;� ). Finally, we plan on this domain with respect to the
aforementioned EaGLe goal. Fact 1 guarantees that the approach outlined above for
planning under partial observability with EaGLe goals is correct and complete.

5 Experimental results

In order to test the effectiveness and the performance of the approach described above,
we have conducted some experiments using the MBP planner. Some extensions to the



planner have been necessary to the purpose. First, we have implemented the procedure
for translating protocols similar to the ones described in Fig. 1 into the ground-level
planning domains represented in the input language of MBP. Second, we have imple-
mented a routine that performs the power-set domain construction, building the mon-
itors corresponding to the three external protocols. MBP already provides algorithms
for planning with EaGLe goals, which we have exploited in the last step of the planning
algorithm.

We have run MBP on four variants of the case study considered in this paper, of
different degrees of complexity. In the easiest case, CASE 1, we considered a reduced
domain with only the user and the shipper, and with only one possible value for each
type of objects in the domain (item, location, delay, cost, size). In CASE 2 we have
considered all three protocols, but again only one possible value for each type of object.
In CASE 3 we have considered the three protocols, with two objects for each type,
but removing the parts of the shipper and producer protocols concerning the size of
the product. In CASE 4, finally, is the complete protocol. We remark that CASE 1 and
CASE 2 are used to test our algorithms, even if they are admittedly unrealistic, since
the process knows, already before the interaction starts, the item that the user will ask
and the cost will be charged to the user. In CASE 3 and CASE 4, a real composition of
services is necessary to satisfy the goal.

In all four cases we have experimented also with a variant of the shipper protocol,
which does not allow for action

7 �
�

�
.

The experiments have been executed on an Intel Pentium 4, 1.8 GHz, 512 MB mem-
ory, running Linux 2.4.18. The results, in Fig. 2, report the following information:

– Generate: the time necessary to generate the MBP description of knowledge do-
mains from their description of the three external protocols.

– BuildMonitor: the time necessary to parse and build the three internal MBP models
corresponding to the monitors of the three external protocols; after the models have
been built, it is possible to monitor in real-time the evolution of the protocols.

– BuildDomain: the time necessary to parse and build the internal MBP model of the
combination of the three knowledge level domains.

– Planning: the time required to find a plan (or to check that no plan exists) starting
from the planning domain built in the previous step.

– Result: whether a plan is found or not.

The last two results are reported both in the original domains and in the domains without
“
7 �

�
�

” being handled by the shipper.
The experiments show that the planning algorithm correctly detects that it is not

possible to satisfy the goal if we remove the
7 �

�
�

action handling in the shipper,
since we cannot unroll the contract with the shipper and to satisfy the recovery goal
DoReach + � �,�*�"�	� in case of failure of the main goal. Moreover, MBP has been able to
complete all the planning and monitor construction tasks with a very good performance,
even for the most complex protocol descriptions. Indeed, in the worse case, MBP takes
around two minutes to complete the task; as a reference, we asked an experienced de-
signer to develop the protocol combination, and this took him more than one hour.



With shipper nack Without shipper nack
Generate BuildMonitor BuildDomain Planning Result Planning Result

CASE 1 1 sec. 1 sec. 2 sec. 1 sec. YES 0 sec. NO
CASE 2 1 sec. 1 sec. 6 sec. 8 sec. YES 6 sec. NO
CASE 3 8 sec. 15 sec. 32 sec. 23 sec. YES 14 sec. NO
CASE 4 12 sec. 65 sec. 63 sec. 118 sec. YES 23 sec. NO

Fig. 2. Results of the experiments.

6 Related work and conclusions

In this paper, we define, implement and experiment with a framework for planning the
composition and monitoring of BPEL4WS web services. As far as we know, there is no
previous attempt to automatically plan for the composition and monitoring of service
oriented processes that takes into account nondeterminism, partial observability, and
extended goals.

The problem of simulation, verification, and automated composition of web ser-
vices has been tackled in the semantic web framework, mainly based on the DAML-S
ontology for describing the capabilities of web services [2]. In [12], the authors propose
an approach to the simulation, verification, and automated composition of web services
based a translation of DAML-S to situation calculus and Petri Nets, so that it is possible
to reason about, analyze, prove properties of, and automatically compose web services.
However, as far as we understand, in this framework, the automated composition is
limited to sequential composition of atomic services for reachability goals, and do not
consider the general case of possible interleavings among processes and of extended
business goals. Moreover, Petri Nets are a rather expressive framework, but algorithms
that analyze them have less chances to scale up to complex problems compared to sym-
bolic model checking techniques.

Different planning approaches have been proposed for composing web services,
from HTNs [16] to regression planning based on extensions of PDDL [9], but how to
deal with nondeterminism, partial observability, and how to generate conditional and
iterative behaviors (in the style of BPEL4WS) in these frameworks are still open issues.

Other planning techniques have been applied to related but somehow orthogonal
problems in the field of web services. The interactive composition of information gath-
ering services has been tackled in [15] by using CSP techniques. In [11] an interleaved
approach of planning and execution is used; planning technique are exploited to provide
viable plans for the execution of the composition, given a specific query of the user; if
these plans turn out to violate some user constraints at run time, then a re planning task
is started. Finally, works in the field of Data and Computational Grids is more and more
moving toward the problem of composing complex workflows by means of planning
and scheduling techniques [6].

While the results in this paper are extremely promising, there is a wide space for
improving. In particular, the computationally complex power-set construction of the
knowledge level domain can be avoided altogether by providing algorithms for natively
planning with extended goals under partial observability. This is a is a main goal in our
research line; a preliminary result appears in [3], focusing on the CTL goal language.



The extension of this work to the EaGLe language, and the exploitation of symbolic
representation techniques for this problem, is far from trivial.

Finally, we intend to extend our experimentation on a set of realistic case studies
expressed using the BPEL4WS language; this will require an extension of MBP to
natively handle the language.
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