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Executive Summary

The KLASE project addresses the problem of providing methmgles and techniques to
support the development of software in the goal/actorsdigmas, supporting in partic-
ular the acquisition and modeling of requirements, whidy@ fundamental role in the
goal/actors paradigm. We investigate the possibility oplaying technologies developed
in the field of natural language processing to extract, amgaand process information
written in textual form that is useful for requirements aisgion.

As there has been an increasing interest in ontologies asreesof world knowledge
for many NLP applications, we start by presenting diffetgpes of ontologies. Linguis-
tic ontologies are large scale lexical resources with aalogtcal structure, although with
a lesser degree of formalization with respect to formal logies. A particular kind of
linguistic ontologies is represented by specialized listgoontologies, i.e. linguistic on-
tologies with domain specific coverage, as opposed to ogiedovhich contain generic
knowledge. The importance of specialized ontologies, @afe for practical applica-
tions, is widely recognized. Their use, however, arisespifudlem of their mapping
to generic resources. This deliverable describes the wonle dn this direction within
KLASE. We implemented a methodology to “plug” specializedjuistic ontologies into
global ontologies, based on plug relations connecting eptsdan the two ontologies.

In the framework of the KLASE project, we have investigatied possibility of ap-
plying linguistic ontologies to the problem of the interogility of taxonomic structures
and to the task of text summarization. As far as taxonomiesires are concerned, we
focused on Classification Hierarchies (CHs), which are tis@dganize large amounts of
documents. Unlike previous approaches to interopergbdiir approach does not con-
sider the content of the documents classified in the CHs. dRatie algorithm we have
developed takes as input the labels attached to two nodegpiiets them and, exploiting
both the knowledge contained in a linguistic ontology areddtiucture of the CH, returns
a mapping relation. As far as text summarization is conakwe focused on the employ-
ment of linguistic ontologies for keyphrase extraction. @Bgviding semantic metadata
that characterize a document, keyphrases produce an eweo¥ithe content of a docu-
ment. Keyphrase extraction is a relevant technique for abeuraof NLP tasks, such as
document retrieval and clustering. We have developed LAKEstem which (i) extracts
a list of relevant keyphrases from each document of a clu@jezompares the keyphrase
lists for each document and estimates both the relevancéhamdverage of each list, and
(ii) selects the keyphrase list which maximizes the twaoapagters and substitutes each
keyphrase with the sentence in which it appears, so as to aslmmary.
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Chapter 1

Introduction

Natural language processing (NLP) is a subfield of artifimgdlligence and linguistics

which studies the problems of automated understanding enérgtion of natural human
languages. In particular, natural language understarglistgms convert samples of hu-
man language into more formal representations that arerdasicomputer programs to
manipulate; on the other hand, natural language genersygtems convert information
from computer databases into normal-sounding human layggua

Natural language recognition seems to require extensioelatge about the outside
world and the ability to manipulate it. In this view, theresiHaeen an increasing interest
in ontologies for many natural language applications, Wihias led to the creation of on-
tologies for different purposes and with different featur@ntologies can be grouped into
two main categories, i.e. formal ontologies and linguistitologies. Linguistic ontolo-
gies (e.g. WordNet) are large scale lexical resources thagranost words of a language,
while at the same time also providing an ontological striectuhere the main emphasis
is on the relations between concepts; linguistic ontokgen therefore be seen both as a
particular kind of lexical database and as particular kihdrdology. Linguistic ontolo-
gies mainly differ from formal ontologies as far as their cegof formalization is con-
cerned. Linguistic ontologies, in fact, do not reflect aél thherent aspects of formal on-
tologies. As [GMV99] point out, for instance, WordNet’s wgvgevel structure shows no
distinction between types and roles, whereas most of tiggnatiPangloss [KL94] nodes
in the Sensus ontology are actually types; to give a furtkemgple, WordNet'’s hierarchi-
cal structure lacks information about mutual disjointnessveen concepts. Moreover,
what distinguishes linguistic ontologies from formal dotges, is their size: linguistic
ontologies are very large (WordNet, for instance, has s¢wzen thousand synsets),
while formal ontologies are generally much smaller.

WordNet [Fel98], the best-known linguistic ontology, iselactronic lexical database
where each sense of a lemma belongs to a different synset set of synonyms. Synsets
are organized hierarchically by means of hypernymy and hypry relations. In Word-
Net other kinds of semantic relations among synsets areadefeng. role relation, part-of



relation and cause relation), so as to build a more rich angptex semantic net. WordNet
thus offers two distinct services: a lexicon, which desgsithe various word senses, and
an ontology, which describes the semantic relationshipsngneoncepts. As a linguistic
ontology, WordNet is strongly language-dependent, butnasrdology it could also be
adapted to a cross-language environment using the EurdVgomultilingual database
[Vos98] and mapping synsets into the EuroWordNet Interuadgndex, i.e. the index
that links monolingual wordnets for all the languages ceuddsy EuroWordNet. There
are several examples of monolingual wordnets for many démguages, such as Dutch,
Spanish, Italian, German and Basque.

A particular kind of linguistic ontologies is representeddpecialized linguistic on-
tologies, i.e. linguistic ontologies with domain specifaverage, as opposed to global
linguistic ontologies, which contain generic knowledgecising on one single domain,
specialized linguistic ontologies often provide many s$idgrarchies of highly specialized
concepts, whose lexicalizations tend to assume the shapengdlex terms (i.e. multi-
words); high level knowledge, on the other hand, tends tarbplgied and domain ori-
ented.

Many specialized linguistic ontologies have been develppspecially for practical
applications, in domains such as art, geography, and nmegieind the importance of
specialized linguistic ontologies is recognized in a nunddgvorks. The role of termino-
logical resources for Natural Language Processing is addtk for instance, by [MAQO],
who point out that high quality specialized resources suctiietionaries and ontologies
are necessary for the development of hybrid approachestoonatic term recognition
combining linguistic and contextual information with sséital information.

The use of domain terminologies, however, arises the pnololietheir mapping to a
generic resource. The possibility of merging informatiodiéerent levels of specificity
seems to be a crucial requirement at least in the case ofdamains where terminolo-
gies include both very specific terms and a significant amotiodmmon terms that may
be shared with global ontologies. The global-specializzzhario poses some simpli-
fications with respect to the general problem of merging logies at the same degree
of specificity [Hov98] ; in particular, in the case of confirgg information, it is possi-
ble to define a strong precedence criterion according tolwteicninological information
overshadows generic information.

Our work within the KLASE project tried to go a step furthertmis direction. As-
suming the EuroWordNet model, we implemented a methodalogplug” specialized
linguistic ontologies into global ontologies. The formalparatus to realize this is based
on plug relations that connelsaisic conceptef the specialized ontology to corresponding
concepts in the generic ontology. We provide experimeratd tb support our approach,
which has been tested on a global and a specialized lingustology for the Italian
language.

In the framework of the KLASE project, we have also invesegathe possibility
of applying linguistic ontologies (i) to the problem of th&eroperability of taxonomic



structures and (ii) to the task of text summarization.

As far as taxonomic structures are concerned, we focusedspeafic type of taxo-
nomic structures, e.g. Classification Hierarchies (CHs$)jctvare used to organize large
amounts of documents.

Unlike previous approaches to interoperability, our applodoes not consider the
content of the documents classified in the CHs. Documentfadn can be of many
different types, depending on the characteristics and os#® hierarchies themselves
(in file systems, for instance, documents can be any kindegfihile in the directories of
Web portals we have pointers to Web pages and in commerd¢&bga we have product
cards or service titles). Our approach, on the other harmhsed on a linguistic analysis
which allows to interpret the semantics of the labels desagithe nodes of the CH.

More specifically, we have develoedr¥MATCH, an algorithm that takes as input
the labels attached to two nodes belonging to different @tisgprets them and, exploit-
ing both the knowledge contained in a linguistic ontology déine structure of the CH,
returns the mapping relation existing between the nodesha\Ve evaluated the overall
performance of €©XMATCH and also the performance of the NLP tools employed by
CTXMATCH for the semantic interpretation of the labels over real CHse results we
have obtained represent a useful benchmark, availabletiaref work in this area.

As far as text summarization is concerned, we focused on riifgayment of lin-
guistic ontologies for keyphrase extraction. Keyphragesige semantic metadata that
characterize documents, producing an overview of the stibpatter and contents of a
document. Keyphrases extraction is a relevant techniqueefiomber of NLP tasks, such
as document retrieval, Web page retrieval, and documesiszing. The use of linguistic
ontologies allows for a more controlled keyphrase extoagtas the inclusion of a certain
phrase in the ontology may help validating a lexically sanikeyphrase that has been
extracted automatically.

There are two major tasks related to keyphrases: keyphsaggaent and keyphrase
extraction (see [Tur99]). In a keyphrase assignment tastetis a predefined list of
keyphrases (i.e, eontrolled vocabularyr controlled index terms These keyphrases are
treated as classes, and techniques ftext categorizatiorare used to learn models for
assigning a class to a given document. A document is conl/esta vector of features
and machine learning techniques are used to inducepingfrom the feature space
to the set of keyphrases (i.e. labels). The features arellmséhe presence or absence
of various words or phrases in the input documents. Usuallgament may belong to
different classes. In keyphrase extraction (KE), keyptsase selected from the body of
the input document, without a predefined list. When authssga keyphrases without a
controlled vocabulary, typically about 70% to 80% of thesyghrases appear somewhere
in the body of their documents [Tur97].

We have developed LAKE, a system which extracts an ordecsb(ding to their po-
sition in the document) list of relevant keyphrases fromhedmcument of a cluster. Then
it compares the keyphrase lists for each document and dssrbath the relevance and
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the coverage of each list. Finally, the keyphrase list winngximizes the two parameters
is selected as the most representative of the cluster ahdkegphrase is substituted with
the whole sentence in which it appears, until a 250 word sumimduilt.



Chapter 2
Linguistic Ontologies

Ontologies have become an important topic in research conti@si across several dis-
ciplines in relation to the key challenge of making the Inetrand the Web a more
friendly and productive place by filling more meaning to tlastand continuously grow-
ing amount of data on the net. The surging interest in theoglexy and automatic or
semi-automatic creation of complex, multi-relational Whedge structures, in fact, con-
verges with recent proposals from various communities tll leuSemantic Web relying
on the use of ontologies as a means for the annotation of Véelirees.

There is also an increasing interest in linguistic ontadsgisuch as WordNet, for a
variety of content-based tasks, such as conceptual ingexid semantic query expansion
to improve retrieval performance. More recently, the rdiérguistic ontologies is also
emerging in the context of distributed agents technologvere the problem of meaning
negotiation is crucial. A relevant perspective in this diren is represented by linguistic
ontologies with domain specific coverage, whose role has bEsgnized as one of the
major topics in many application areas.

Our work tries to go a step further in the direction of the ioperability of specialized
linguistic ontologies, by addressing the problem of thaegration with global linguistic
ontologies. The possibility of merging information at éifént levels of specificity seems
to be a crucial requirement at least in the case of large dwnahere terminologies
include both very specific terms and a significant amount afroon terms that may be
shared with global ontologies.

The global-specialized scenario poses some simplificatiothn respect to the general
problem of merging ontologies at the same degree of spegifldovo8] ; in particular,
in the case of conflicting information, it is possible to defanstrong precedence criterion
according to which terminological information overshadayeneric information. We as-
sume the EuroWordNet model and propose a methodology tg™pfecialized linguistic
ontologies into global ontologies. The formal apparatug#dize this is based on plug re-
lations that connediasic conceptsf the specialized ontology to corresponding concepts
in the generic ontology. We provide experimental data tqosupour approach, which



has been tested on a global and a specialized linguistidagytdor the Italian language.

The chapter is structured as follows. Section 2.1 presaetaiain features and uses
of linguistic ontologies as opposed to formal ontologiesctin 2.2 describes specialized
linguistic ontologies (i.e. with domain specific coverags)opposed to global linguistic
ontologies. Section 2.3 focuses on the problem of theirampierability, and describing the
relations and the procedure enabling an integrated actpag®of global and specialized
linguistic ontologies.

2.1 Linguistic ontologies versus formal ontologies

In the recent years the increasing interest in ontologiesrfany natural language ap-
plications has led to the creation of ontologies for différpurposes and with different
features; therefore, it is worth pointing out the distinatibetween two main kinds of
existing ontologies, i.e. formal and linguistic ontologjie

Linguistic ontologies are large scale lexical resources ¢bver most words of a lan-
guage, while at the same time also providing an ontologittacsire where the main
emphasis is on the relations between concepts; linguistmagies can therefore be seen
both as a particular kind of lexical database and as paatiéuhd of ontology.

Linguistic ontologies mainly differ from formal ontologieas far as their degree of
formalization is concerned. Linguistic ontologies, intfago not reflect all the inher-
ent aspects of formal ontologies. As [GMV99] point out, fostance, WordNet's upper
level structure shows no distinction between types andsrolbiereas most of the orig-
inal Pangloss [KL94] nodes in the Sensus ontology are dgttigles; to give a further
example, WordNet'’s hierarchical structure lacks inforioratabout mutual disjointness
between concepts.

Moreover, what distinguishes linguistic ontologies froammal ontologies, is their
size: linguistic ontologies are very large (WordNet, fostemce, has several dozen thou-
sand synsets), while formal ontologies are generally muoddlsr.

The duality characterizing linguistic ontologies is reféztin their most prominent
features. If we consider the linguistic level, they are rsiflg language-dependent, like
electronic dictionaries, glossaries and all other lingaisesources, which focus on the
words used in one specific language (in the case of monolingsaurces) or in two
or more specific language (in the case of bilingual or malgilial resources). On the
other hand, if we consider the semantic level, we can obgbateeoncepts denotated by
different words in different languages can be shared, aappéns with the concepts in
formal ontologies. In fact it is possible, at least for theectndo-European languages, to
identify a common ontological backbone behind the lexicalace of different languages
[GMV99].

WordNet [Fel98], the best-known linguistic ontology, iselactronic lexical database
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where each sense of a lemma belongs to a different synset Set of synonyms. Synsets
are organized hierarchically by means of hypernymy and hypry relations. In Word-
Net other kinds of semantic relations among synsets areadefeng. role relation, part-of
relation and cause relation), so as to build a more rich antgptex semantic net. Word-
Net thus offers two distinct services: a lexicon, which disss the various word senses,
and an ontology, which describes the semantic relatiossinmpong concepts.

As a linguistic ontology, WordNet is strongly language-elegient, but as an ontology
it could also be adapted to a cross-language environmeng tise EuroWordNet multi-
lingual database [Vos98] and mapping synsets into the EardMét InterLingual Index,
i.e. the index that links monolingual wordnets for all thedaages covered by EuroWord-
Net. There are several examples of monolingual wordnetsiény other languages, such
as Dutch, Spanish, Italian, German and Basque.

A formal ontology based on linguistic motivation is the Gelezed Upper Model
(GUM) knowledge base [BMF95], an ontology primarily deveal for Natural Language
Processing applications. An upper model is an abstraatistigally motivated ontology
meeting two requirements at the same time: i) a sufficierglle¥ abstraction in the
semantic types employed, as to escape the idiosyncrassesfate realization and ease
interfacing with domain knowledge, and ii) a sufficientlysé relationship to surface
regularities as to permit interfacing with natural langeagrface components.

Uses of formal ontologies. Recently ontologies have been used in the context of the Se-
mantic Web. Ontologies can be employed to associate meanthglata and documents
found on the Internet thus boosting diverse applicationsfofmation-retrieval systems.
For the retrieval of information from the Web, [LSR96] praggoa set of simple HTML
Ontology Extensions to manually annotate Web pages witblogy-based knowledge,
which performs high precision but is very expensive in teafisme.

OntoSeek [GMV99] is also based on content, but uses on&ddgi find user’s data
in a large classical database of Web pages. [ES99] use afogytm access sets of
distributed XML documents on a conceptual level. Their apph defines the relationship
between a given ontology and a document type definition (DfD)classes of XML
document. Thus, they are able to supplement syntacticakado XML documents by
conceptual access.

However, as pointed out by [GMV99], the practical adoptibar@tologies in information-
retrieval systems is limited by their insufficiently broaalerage and their need to be con-
stantly updated; linguistic ontologies encompass botblogical and lexical information
thus offering a way to partly overcome these limitations.

Uses of linguistic ontologies. Linguistic ontologies, and WordNet in particular, are pro-
posed for content-based indexing, where semantic infoomas added to the classic
word-based indexing. As an exampl&nceptual IndexinfMoo97] automatically orga-
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nizes words and phrases of a body of material into a conclegaix@nomy that explicitly
links each concept to its most specific generalizationss &xonomic structure is used to
organize links between semantically related conceptst@niake connections between
terms of a request and related concepts in the index.

[MMOQ] designed an IR system which performs a combined weaded and sense-
based indexing exploiting WordNet. The inputs to IR systeorssist of a question/query
and a set of documents from which the information has to beeved. They add lexical
and semantic information to both the query and the documednting a preprocessing
phase in which the input question and the texts are disarategu The disambiguation
process relies on contextual information, and identifiesrtteaning of the words using
WordNet.

The proble of sense disambiguation in the context of an IR has been addressed,
among the others, also by [GVCC98]. In a preliminary expenitwhere disambiguation
had been done manually, the vector space model for texévatrgives better results if
WordNet synsets are chosen as the indexing space, insteamtdforms.

[DJO1] present an approach where linguistic ontologiesuaesl for information re-
trieval on the Internet. The indexing process is divided four steps: i) for each page a
flat index of terms is built; ii) WordNet is used to generatiecahdidate concepts which
can be labeled with a term of the previous index; iii) eachdodete concept of a page is
studied to determine its representativeness of this pagteisp iv) all candidate concepts
are filtered via an ontology, selecting the more represeetair the content of the page.

More recently, the role of linguistic ontologies is also egieg in the context of
distributed agents technologies, where the problem of mgamegotiation is crucial
[BSO1a].

2.2 Specialized linguistic ontologies versus global lings+
tic ontologies

A patrticular kind of linguistic ontologies is representgddpecialized linguistic ontolo-
gies, i.e. linguistic ontologies with domain specific cage, as opposed to global lin-
guistic ontologies, which contain generic knowledge. FBotg on one single domain,
specialized linguistic ontologies often provide many s$igrarchies of highly specialized
concepts, whose lexicalizations tend to assume the shapengdlex terms (i.e. multi-
words); high level knowledge, on the other hand, tends tarbplgied and domain ori-
ented.

Many specialized linguistic ontologies have been develppspecially for practical
applications, in domains such as art (see the Art and Arctiite Getty Thesaurus), geog-
raphy (see the Getty Thesaurus of Geographical Names)cmedGPS99], etc. and the
importance of specialized linguistic ontologies is widedgognized in a number of works.
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The role of terminological resources for Natural Languagec@ssing is addressed, for
instance, by [MAOO], who point out that high quality spet@atl resources such as dic-
tionaries and ontologies are necessary for the developafdntbrid approaches to au-
tomatic term recognition combining linguistic and contedtinformation with statistical
information.

[BS02] address the problem of tuning a general linguistiolagy such as Word-
Net or GermaNet to a specific domain (the medical domain, ensgpecific case). This
involves both selecting the senses that are most appregdathe domain and adding
novel specific terms. Similarly, [TPT0], describe a method for adapting a general pur-
pose synonym database, like WordNet, to a specific domaithi{gncase, the aviation
domain), adopting an eliminative approach based on themental pruning of the orig-
inal database.

The use of domain terminologies also arises the problemeo{abtomatic) acquisi-
tion of thematic lexica and their mapping to a generic reseiBS01b, Vos01, LMS02].
As far as automatic term extraction is concerned, [BPZ0dg¢stigate whether syntactic
context (i.e. structural information on local term conjes&n be used for determining
“termhood” of given term candidates, with the aim of definang/eakly supervised “ter-
mhood” model suitably combining endogenous and exogenouadic information.

2.3 Merging global and specialized linguistic ontologies

One of the basic problems in the development of techniqueth&Semantic Web is the
integration of ontologies. Indeed the Web consists of a&etyaof information sources, and
in order to extract information from such sources, their@etic integration is required.

Merging linguistic ontologies introduces issues conaggrihe amount of data to be
managed (in the case of WordNet we have several dozen thbsyasets), which are
typically neglected when upper levels are to be merged [SHDO

Our work tries to go a step further in the direction of the iopeerability of linguistic
ontologies, by addressing the problem of the integratiagiabal and specialized linguis-
tic ontologies. The possibility of merging information afferent levels of specificity
seems to be a crucial requirement at least in the case of depgich as Economics or
Law, that includes both very specific terms and a significarg@nt of common terms that
may be shared by the two ontologies. We assume the EuroWbrddiel and propose a
methodology to “plug” specialized ontologies into globat@ogies, i.e. to access them
in conjunction through the construction of an integratetblmgy.

Correspondences. A global linguistic ontology and a specialized one complet@ach
other. The one contains generic knowledge without domagcifp coverage, the other
focuses on a specific domain, providing sub-hierarchiesgifiy specialized concepts.
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This scenario allows some significant simplifications whempared to the general prob-
lem of merging two ontologies. On the one hand, we have a alme=il ontology, whose
content is supposed to be more accurate and precise as fae@alzed information is
concerned; on the other hand, we can assume that the gldiobdgyguarantees a more
uniform coverage as far as high level concepts are concefliee two assumptions pro-
vide us with a powerful precedence criterion for managint aformation overlapping
and inheritance in the integration procedure.

In spite of the differences existing between the two ont@egn fact, it is often pos-
sible to find a certain degree of correspondence between. therparticular, we have
informationoverlappingwhen the same concept belongs to the global and to the special
ized ontology, andver-differentiatiorwhen a terminological concept has two or more
corresponding concepts in the global ontology or the otfernwund. Finally, some spe-
cific concepts referring to technical notions may have neesponding concept in the
global ontology, which means there i€anceptual gapin such cases a correspondence
to the global ontology can be found through a more genericeoin

The sections highlighted in the global and the specializedlogy represented in Fig-
ure 2.1 reflect the correspondences we typically find betvleztwo kinds on ontologies.

AL

Specialized ontology Global ontology

Figure 2.1: Separate specialized and global ontologieserl@wping is represented in
colored areas

As for the global ontology (the bigger triangle), a®a is highlighted since it cor-
responds to the sub-hierarchies containing the concepiadiag to the same specific
domain of the specialized ontology (the smaller triangl€he middle part of the spe-
cialized ontology, which we caB area, is also highlighted and it corresponds to concepts
which are representative of the specific domain but are abssept in the global ontology.

When the two ontologies undergo the integration procedamantegrated ontology
is constructed (Figure 2.2). Intuitively, we can think o&# if the specialized ontology
somehow shifts over the global. In the integrated ontoltdgyjnformation of the generic
is maintained, with the exclusion of the sub-hierarchiest@ming the concepts belong-
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Integrated ontology

Figure 2.2: Integrated ontology. As to overlapping, precee is given to the specialized
ontology

ing to the domain of the specialized ontology, which are ceddy the corresponding
area of the specialized. The integrated ontology also amthe most specific concepts
of the specialized ontology((area), which are not provided in the generic. What is
excluded from the integrated ontology is the highest pathefhierarchy of the special-
ized ontology; it is represented by ar@aand contains generic concepts not belonging
to a specialized domain, which are expected to be treated precisely in the generic
ontology.

Plug relations. The formal apparatus to realize an integrated ontology seth@n the
use of three different kinds of relations (plug-synonymuyugpnear-synonymy and plug-
hyponymy) that connect basic concepts of the specializéalagy to the corresponding
concepts in the global ontology, and on the use of eclipsioggulures that shadow certain
concepts, either to avoid inconsistencies, or as a secpetfact of a plug relation.

A plug relation directly connects pairs of correspondingeapts, one belonging to
the global ontology and the other to the specialized ongolddne main effect of a plug
relation is the creation of one or more “plug concepts”, whstibstitute the connected
concepts, i.e. those directly involved in the relation. &satibe the relations inherited by
a plug concept, the following classification, adapted frét8(Q98] is usedup-linksof a
concept are those whose target concept is more generahypernymy and instance-of
relations),down-linksare those whose target is more specific (i.e. hyponymy and has
instance relations) anldorizontal-linksinclude all other relations (i.e. part-of relations,
cause relations, derivation, etc.).

Plug-synonymys used when overlapping concepts are found in the globalagy
(hereafterGO) and in the specialized ontology (hereaf&D. The main effect of estab-
lishing a relation of plug-synonymy between conc€gielonging to the global ontology
(indicated aC%?) andC1%° (i.e. conceptC1 belonging to the specialized ontology) is
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the creation of a plug conce@1”*V“. The plug concept gets its linguistic forms (i.e.
synonyms) fronSQ, up-links from GO, down-links fron§Oand horizontal-links from
SO(see Table 1). As a secondary effect, the up relatior16f and the down relations
of C“© are eclipsed.

ClPLUG

Up links GO
Down links SO
Horizontal links| GO+ SO

Table 2.1: Merging rules for plug-synonymy and plug-nearesiymy.

Plug-near-synonymig used in two cases: (i) over-differentiation of (B@®, i.e. when
a concept in th&Ohas two or more corresponding concepts in@@ this happens, for
instance, when regular polysemy is represented in the G@diun the SO; (ii) over-
differentiation of theSQ i.e. when a concept in th&O corresponds to two or more
concepts in th&Q this situation may happen as a consequence of subtle cuatels-
tinctions made by domain experts, which are not reportetiergtobal ontology. Estab-
lishing a plug-near-synonymy relation has the same effecteating a plug-synonymy
(see Table 1).

Plug-hyponymjys used to connect concepts of the specialized ontology te generic
concepts in the case of conceptual gaps. The main effectaddleshing a plug-hyponymy
relation betweel€® (i.e. concepC of the global ontology) an@€1°° (i.e. concepC of
the specialized ontology) is the creation of the two plugoemsC’ V¢ andC17 V¢ (see
Table 2).CPLU¢ gets its linguistic forms from th&0O, up-links from theGO, down-links
are the hyponyms aE¢© plus the link toC17/V< and horizontal-links from th&0. The
other plug nodeC17*V¢  gets its linguistic form from th€Q C"V¢ as hypernym, down
links from theSOand horizontal links from th&Q As a secondary effect, the hypernym
of C1°¢ is eclipsed.

CPLUG ClPLUG
Up links GO crrva
Down links GO+ C1PLUG | sO
Horizontal links| GO SO

Table 2.2: Merging rules for plug-hyponymy

Eclipsing is a secondary effect of establishing a plug i@heénd is also an indepen-
dent procedure used to avoid the case that pairs of ovenigmumncepts placed incon-
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sistently in the taxonomies are included in the merged ogiglthis could happen, for
instance, when "whale” is placed under a "fish” sub-hiergiicha common sense ontol-
ogy, while also appearing in the mammal taxonomy of a sdiemntology.

Integration procedure. The plug-in approach described in the previous subsectisn h
been realized by means of a semi-automatic procedure vattolowing four main steps.

(1) Basic concepts identification. The domain expert idestia preliminary set of
"basic concepts” in the specialized ontology. These cotscaye highly representative of
the domain and are also typically present in the global ogtplin addition, it is required
that basic concepts are disjoint among each other and #naatsure a complete coverage
of the specialized ontology, i.e. itis required that alit@ral nodes have at least one basic
concept in their ancestor list.

(2) Alignment. This step consists in aligning each basicephwith the more similar
concept of the global ontology, on the basis of the lingaifsirm of the concepts. Then,
for each pair a plug-in configuration is selected among tlieseribed in Section 2.3

(3) Merging. For each plug-in configuration an integratit@oathm reconstructs the
corresponding portion of the integrated ontology. If theegration algorithm detects no
inconsistencies, the next plug-in configuration is congdgeotherwise step 4 is called.

(4) Resolution of inconsistencies. An inconsistency cgsaunen the implementation
of a plug-in configuration is in contrast with an already iz=d plug-in. In this case the
domain expert has to decide which configuration has theifyriand consequently modify
the other configuration, which will be passed again to steptBeprocedure.

Experiments. The integration procedure described in Section 4.3 hastesesd within
the SI-TAL project? to connect a global wordnet and a specialized wordnet that ha
been created independently. ItalWordNet (IWN) [RAB], which was created as part
of the EuroWordNet project [Vos98] and further developeatigh the introduction of
adjectives and adverbs, is the lexical database involviplug-in as a generic resource
and consists of about 45,000 lemmas. Economic-WordNet {ENDis a specialized
wordnet for the economic domain and consists of about 5@&®@las distributed in about
4,700 synsets. Table 3 summarizes the quantitative dake i resources considered.

As a first step, about 250 basic synsets (5.3% of the resoofcee specialized
wordnet were manually identified by a domain expert, inclgdifor instance “azione”
(“share”), and excluding less informative synsets, suchaagne” (“action”). Align-
ment with respect to the generic wordnet (step 2 of the praregds carried out with an
algorithm that considers the match of the variants. Caneglare then checked by the
domain expert, who also chooses the proper plug relatiothdrcase of gaps, a synset
with a more generic meaning was selected and a plug-hypongiayon was chosen.

1Si-TAL (Integrated System for the Automatic Treatment ohfyaage) is a National Project devoted to
the creation of large linguistic resources and softwardtédian written and spoken language processing.
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| | Specialized| Generic |

Synsets
Senses
Lemmas
Internal Relations
Variants/synsets
Senses/lemmas

4,687
5,313
5,130
9,372
1.13
1.03

49,108
64,251
45,006
126,326
1.30
1.42

Table 2.3: IWN and ECOWN quantitative data

At this point the merging algorithm takes each plug relagma reconstructs a por-
tion of the integrated wordnet. In total, 4,662 ECOWN syssetre connected to IWN:
577 synsets (corresponding to aim Figure 2.2) substitute the synsets provided in the
global ontology to represent the corresponding concdpitsafea in Figure 2.1); 4085
synsets, corresponding to the most specific concepts ofaimaith C area in Figure 2.2)
are properly added to the database. 25 high level ECOWN tg/@#fsarea in Figure 2.1)
were eclipsed as the effect of plug relations. The numbeidud pelations established
is 269 (92 plug-synonymy, 36 plug-near-synonymy and 14g-blyponymy relations),
while 449 IWN synsets with an economic meaning were eclipsidder as a consequence
of plug relations (when the two taxonomic structures arestent) or through the inde-
pendent procedure of eclipsing (when the taxonomies am@ngistent). Each relation

connects on average 17,3 synsets.
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Chapter 3

Employment of Linguistic Ontologies Iin
Klase: Classification Hierarchies

Classification Hierarchies (CHSs) are taxonomic structusesl to organize large amounts
of documents. Documents can be of many different types,rdbpg on the characteris-
tics and uses of the hierarchy itself. In file systems, doeusean be any kind of file; in
the directories of Web portals, documents are pointers to péges; in the marketplace,
catalogs organize either product cards or service titles.

CHs are now widespread as knowledge repositories and tidepnf their integra-
tion is acquiring a high relevance from a scientific and comumaé perspective. In this
paper we presenttXMATCH, an algorithm that takes as input the labels attached to two
nodes belonging to different partially overlapping CHs egtdrns a mapping relation (i.e.
equivalence, more general, more specific) between themkeéJpitevious approaches to
interoperability, @XMATCH does not consider the content of the documents classified
in the CHs; rather, it relies both on the semantic interpie@taof the labels describing
the nodes, which is obtained through a linguistic analysis, on the structure of the CH
itself. The contribution of the paper is in two main direciso (i) we address the linguistic
processing required for the semantic interpretation ofdbiels; in our knowledge there
are no previous attempts that systematically apply NLPstaald resources to this task;
(if) we report on a large-scale evaluation of the perforneamicsuch tools over real CHs.
The results we obtained are a useful benchmark, availabfetiare work in this area.

In the attempt to carry out a semantic interpretation overrfodes, at least the fol-
lowing issues seem to be crucial (examples are taken fromr&ig.1, in which a small
subsection of Google Web Directories is reported):

Splitting and contextual interpretatiotnformation is split on several levels; a single
node provides only partial information, so that the intetation process has to consider a
larger scope. As an exampRlayersin Figure 3.1 refers to billiard players, not to players
in general.
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Figure 3.1: Example of a classification hierarchy (from Qedfjeb Directories).

Redundancyinformation can be partially repeated at different leveéla €H. For in-
stance, ifACL-02is placed undelPapers-2002the fact thaACL-02refers to a conference
of the year 2002 is implicitly represented at two levels.

Linguistic complexity of the labeld.abels can be arbitrarily complex: they may in-
clude abbreviations, multiwords (e.@lnited Statesn Figure 3.1), coordinated expres-
sions, proper names (e.gomaneci, Nadigetc.

Ambiguity and Synonymy.abels may have different meanings and need to be dis-
ambiguated within their context. On the other hand, diffietabels may have the same
meaning (e.g.PapersandArticles). In order to deal with these aspects of language we
have used VBRDNET as a repository of senses, and we have designed word sease dis
biguation techniques specifically tuned for CHs.

Lack of linguistic context.The interpretation of a label is necessarily based on a
limited linguistic context. As a consequence, the applicabf NLP techniques (e.g.
PoS-tagging, word sense disambiguation, etc.) opens ypdifsdem related to the use of
tools usually developed for texts,. For instance, we rextiéithe PoS-tagger on a specific
CH corpus.

Relation to world knowledg&Hs implicitly reflect the world knowledge of a specific
domain, but they also reflect the subjective criteria adbde organizing documents.
World knowledge and subjective criteria may interact intkutvays.

The chapter is structured as follows. In Section 3.1 we vetie relevant approaches
to interoperability among CHs, outlining the main diffeces with respect to the semantic-
based approach we propose. In Section 3.2 we describeTk® &rcH algorithm. In
Section 3.3 we report on the results of the evaluation erparts where CXMATCH is
applied to the Web Directories of Yahoo! and Google.
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3.1 Interoperability of Classification Hierarchies

In our view, the problem of the interoperability among diffiet CHs can be roughly stated
in this way: given a nodé/, in a source CH and a nod¥, in a target CH, the algorithm
has to discover a relation betweaiy and V;. Although there can be differences in the
definition of the task itself [ASO1, MBDHO02], and considegithat this is a relatively
new challenge, approaches to CH mapping can be groupedantafasses, according
to the kind of information used: (i) approaches which coesttie content of the docu-
ments belonging to the CH; (ii) approaches based on theifitas®n of the documents;
(iif) approaches that exploit the structure of the CH; am)l &pproaches that attempt a
semantic interpretation of the CH labels. In the rest of 8astion we will briefly review
the first three approaches, while the semantic-based agprad be introduced in more
detail in Section 3.2

Mapping based on document contentThese approaches rely on the content of the
documents classified in a CH. As an example, the GLUE systeiDiB02] employs
machine learning techniques to discover mappings among CHie idea consists of
training a classifier using documents of the source CH, aed #pply that classifier to
documents of the target CH, and vice-versa. The major drekwbkthis approach is that
it requires textual documents, which prevents its usgbiten such documents are of a
different nature (e.g. images) or they are not availabld at a

Mapping based on document classificationsAn improvement with respect to the
content-based approach has been proposed by Ichise &1}, who address the map-
ping problem by computing a statistical model of the clasaiion criteria of the CHs.
Such a statistical model attempts to determine the degrsendfrity between two cate-
gorization criteria considering the number of documentsoimmon to nodes of different
CHs. The advantage over the content-based approach ishthanalysis of the docu-
ments is not necessary. However, it is required that thececamd the target CHs share a
certain amount of documents, which is hard to obtain in mb#i@concrete application
scenarios.

Mapping based on structural information. These approaches attempt to discover
mappings independently of the number and the type of thaeitiled documents. For in-
stance, Daude et al. [DPROO0] exploit a constraint satigfaclgorithm (i.e. relaxation
labeling) for discovering relations among ontologies. riétfiselects candidate pairs us-
ing lexical similarities (i.e. concepts with the same |ala#id then considers a number
of structural constraints among nodes (e.g. connectiotvedem their hypernyms) to in-
crease or decrease the weights of the connection. Althdwegapgproach has been exper-
imented and evaluated to map two versions ad®BNET, achieving high accuracy, our
impression is that mapping CHs is a sensibly harder taskialtree highly idiosyncratic
way in which CHs may organize their content.
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Label in source CH Label in target CH

1. Linguistic analysis of the labels
-Tokenization and PoS-tagging
-Access to world knowledge
-Multiword recognition

— ! !
W 2. Contextualization

-Recognition of multilevel multiwords
-Sense filtering
-Sense composition

World knowledge

Logic{al form Logic%l form

3. Computation of the logical relation
-SAT solver

Mapping relation

Figure 3.2: The architecture off@ MATCH.

3.2 CtxMatch: Description

CTXMATCH is a particular implementation of an approaclsé&mantic coordinatiomne-
cently proposed in Bouquet et al. [BSZ03] and Magnini etIS503]. The main differ-
ence between ©XMATCH and other approaches to schema matching (see Section 3.1) is
that in order to interpret a node of a hierarchy it consideesmplicit informationderived

from thecontextwhere the node occurs, i.e. the structural relations wighotiner nodes

of the hierarchy.

CTXMATCH consists of three main phases: (see Figure 3.2): (i) linguasalysis of
the labels, (ii) contextualization, and (iii) computatioithe logical relation.

Linguistic analysis of the labels.In this phase, nodes are interpreted as stand alone
objects, i.e. independently of their context and positiothe hierarchy.

Words in a label are first tokenized, lemmatized and tagge&4ots of Speech. We
use TokenPro and LemmaPro, both developed at IRST, and thaddger [Bra00] with
a tag set reduced to the four categories that are significamaictessing WRDNET (i.e.
nouns, adjectives, adverbs, verbs), and a generic catégihigr’. Then we access a
multilingual version of WORDNET developed under the Meaning Project [RNM@2].
When a lemma is found, all the senses provided for the syateategory selected by
the PoS-tagger are attached to the lemma. In the caseitéd Statesn Figure 3.1, for
instance, the WWRDNET senses of both the adjective and the noun are added to tHe labe

(D).
(1) [uni t ed*, st at ex ]!
When a group of words in a label are contained iIO¥YNET as a single expression,

1We use the following notatiorst at e* denotes the disjunction of all the senses of ‘state’ io¥i-
NET, while st at e#1 indicates sense number 1.
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the corresponding senses are selected and the senses miglledemmas are replaced
with those of the multiword. The multiword recognizer we aaeveloped first retrieves
the multiwords containing at least two adjacent words ofleelland then selects those
containing the highest number of words. For instance, ‘@thitates’ is recognized as a
WORDNET multiword, so this information is added to the label (2).

(2) [Uni t ed_St at es*,,]

Then, we transform each label into a formula in descriptagid [BNO2] representing a
first approximation of the meaning of a node, where the nodensidered a stand alone
object.

As a general rule, a label consisting of more than one wondtéspreted as the con-
junction of all its elements, since the documents classifieder a node with a certain
label should be concerned with all the words contained i ldizel; for instance, the
labelLaser Game$ound in Google Web Directories under undgortsis interpreted as
[l aser = M gamex*].

Other rules are based on the linguistic material providethénlabels: coordinating
conjunctions and commas are interpreted as a disjunctreppgitions are interpreted as
a conjunction; expressions denoting exclusion, like ‘@tcare interpreted as negations.
For exampleClubs and Schools Figure 3.1 is interpreted as a disjunction (3), since
under that node there might be both documents about clubdanuanents about schools.

(3) [cl ub*,, Lischool *,]

Contextualization. In the second phase off@MATCH we contextualize the interpreta-
tion of a node, i.e. we take into consideration its ancestomder to generate a logical
form representing its meaning.

Intuitively, we define thdocusof a node as the part of the hierarchy that a user is
required to visit in order to understand whether a documeninider that node. More
precisely, given a nod#’; in a classification hierarchi, the focus ofV; include all the
ancestors ofV; and all their direct descendantshh

The logical form of a node is built combining the logical fowhthe node with the
logical form of its ancestors through intersection. Forregke, the logical form of the
root of the CH in Figure 3.1 is simplysport*], while the logical forms oBilliards and
Playerscontain conjunctions, as shown in 4a and 4b respectivety|é&bel attached to
the node to which the logical form refers is highlighted indotype).

(4a) [sport =] M [billiards* ]
(4b) [sport* mbilliards* player*]

The recognition of multiwords can also be performed on ciffe: contiguous levels. For
instance, in VORDNET there is a multiword ‘billiard player’, so in our example {4b
the intersection betwedni | | i ar ds andpl ayer is substituted by the senses of the
multiword (5).

(5) [sport billiardx*_player*]
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The focus of a concept is taken into consideration to perfeemse filtering: the senses
of NV, that are not compatible given the senses belonging to itssface deleted. As as
example, two senses are attachedriaong denoting respectively a state in the USA and
a snake, and two senses are attachddhited Statessince there exists a part-of relation
betweenAri zona#1 andUni t ed_St at es#1, andUni t ed_St at es#1 belongs to
the focus ofArizong Ar i zona#2 andUni t ed_St at es#2 can be discarded.

The next step is sense composition, where we address posstonsistencies be-
tween the hierarchical structure and the world knowledgwided in WORDNET. For
example, Google Web Directories hasciologyandScienceas sibling nodes undéyca-
demic Study of Soccewhich admits two conflicting interpretations; from the moof
view of the world knowledge provided in @RDNET, soci ol ogy#1 is a second level
hyponym ofsci ence#2 (which means that sociology is a science); on the other hand,
from the point of view of the hierarchical structure, thessgtdocuments classified under
the two nodes are disjoint). In order to combine the two imfation sourcesSciencehas
to be interpreted as if it wer8cience except Sociolagy

Computation of the logical relation. We check whether a mapping relation, i.e. an
equi val ence, anore general oral ess general relation, holds between the
logical formsk andk’ representing the meaning of the input nodes. To this aimiatsie
of finding a relation is transformed into a problem of propiosial satisfiability (SAT),
and then computed via a standard SAT solver. The SAT probéebuilt in two steps.
First, the algorithm selects the portidnof the background theory relevant to the two
logical forms, namely the semantic relations involving WWeRDNET senses that appear
in them. Then, it computes some of the logical relations Wwtace implied byT. The
background theory¥ relevant for computing the relation between two formilasdk’ is
obtained by transforming the WRDNET hierarchical relations between senses appearing
in kandk’ into a set of subsumptions in description logic accordingpé&following rules:
-C#i — c#j (if c#i is a hyponym oC#j );

-C#] — c#i (if c#i is ahypernym ot#j );
-Cc#i =c#j (if c#i andc# are synonyms).

The equivalence relation betwekmandk’ (and thus between the nodes whose meanings
are represented by the logical forms) is checked by vegfyiratk C k’ andk’ J k are
both implied by T. Similarly, theé ess [nor e] gener al relation betweerk andk’ is
checked by verifying thak C k' [k’ J K]w is implied by T. For example, the mapping
between the source noddubs and Schools Figure 3.1 and the target nodehools
classified undeathletics/acrobatics/artistin a different CHs is one of inclusion. The
logical forms of the two nodes (6, 7) and the logical relasiomplied by the background
theory (8, 9) are given to SAT.

(6) [sport#1] M [gymasti cs#l]M[artistic#l]r[cl ub#l L school #1]
(7) [at hl eti cs#1]r[acrobatics#l]M[artistic#l] M [cl ub#2]
(8)sport* =athl eti cs#l

(9)acrobati cs#1 — gymasti cs#l
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Yahoo! Google Yahoo! Google
Architecture | Architecture | Medicine | Medicine
# labels 149 413 706 675
# tokens 218 947 1344 931
Tokens/label 1.5 2.3 1.9 1.4
Multiwords/label 0.12 0.09 0.08 0.14
# lexical words 207 700 1137 889
# lemmas not in Wn 7 324 51 30
Wn lemmas coveragge 97% 54% 95% 97%
Polysemic lemmas 117 129 672 508
Average polysemy 4 3.7 5.2 3.6

Table 3.1: Analysis of the ‘Architecture’ and ‘Medicine’rdctories in Yahoo! and
Google.

Through SAT we check for satisfiability the union of all thepositions (e.g. 8 and 9)
and the negation of the implication between the logical ®6rand 7. Since the check
fails, anor e gener al relation is computed between the two nodes; otherwise dagimi
procedure is followed for the other mapping relations.

3.3 CtxMatch: Evaluation

In this Section we present an experiment performed on theDfelstories of Yahoo! [Yah03]
and Google [Goo03] where the outputs of the individual t@sld modules we have de-
veloped or adapted have been systematically evaluatedstgamanually tagged gold
standard.

The Web Directories of Yahoo! and Google have respectivelytéen and fifteen
main categories, each of which can be considered as thefrad®d. For the evaluation
of CTXMATCH we have selected the ‘Medicine’ and the ‘Architecture’ $udrarchies,
whose sizes range from one hundred to seven hundred labetss rfsee Table 3.1).
Labels are generally short (on average 1.5-2.3 tokens pel)laut nonetheless the oc-
currence of multiwords is significant (on average, a multthvevery ten labels).

WORDNET'’s coverage with respect to lemmas is generally very higtween 95%and
97% of the lexical words, e.g. houns, adjectives, verbs dndras, are found in \WRD-
NET), with the exception of Google ‘Architecture’ where it &lio 53.7% (this is due to
the fact that more than half the labels consist of names diitats that are not provided
in WORDNET). Polysemic lemmas (both single words and multiwords) faavaverage
between 3.6 and 5.2 senses, which makes the need for worel disasnbiguation very
important.
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The evaluation took into consideration (i) tokenizatiord &0S-tagging; (ii) multi-
word recognition; (iii) sense filtering: and (iv) logicalla#on computation. Every phase
has been evaluated independently of the errors which catumnrthe previous phases,
since at every step the algorithm was fed with the correattibpilt from the gold stan-
dard.

Tokenization and PoS-tagging. The performance of the tokenizer was calculated in
terms of accuracy with respect to labels: for every labe,dbtput of the tokenizer was
evaluated against the gold standard (recall is not signifiaa the tokenizer always pro-
vides an answer). The results (see Table 3.2 show that tfapance of the tokenizer is
not penalized by the lack of context as, in most cases, werdatan accuracy of 100%.
Only in Google ‘Architecture’, did the tool make some mistake.g. some middle initials
were treated as single letters followed by a full stop).

Yahoo! Google Yahoo! Google
Architecture | Architecture Medicine Medicine
Tokenization (Acc.) 1 .98 1 1
Lemmatiz. (Acc.) .97 .98 .99 .98
PoS-tagging (Acc.) .96 .90 97 .90
Mw. rec. (Pr,Re,F)| .95 1 .97| .95 .95 .95 1 1 1] 1 .99 .99
Sense fil. (Pr,Re, F) .72 .24 .36 .68 .26 .38/ .66 .04 .08 .73 .35 .47

Table 3.2: @xXMATCH results on the linguistic analysis of ‘Architecture’ andéllicine’
directories for tokenization, lemmatization, PoS-taggimultiword recognition and
sense filtering.

The performance of the lemmatizer and the PoS-tagger asemetl in terms of ac-
curacy with respect to single tokens (again, recall is ngnificant). > The evaluation
of both tools is not influenced by tokenization errors as tiens given as input were
taken from the gold standard. Accuracy was satisfactorly fustlemmatization and PoS-
tagging (with rates in the ranges of 97-99% and 90-97% résedg. In most cases, if
the selected lemma is wrong, the assigned part of speedoisvabng; however, the cases
where the lemma s assigned correctly and the PoS is notl¢e.glural noun ‘States’ cor-
rectly lemmatized as ‘state’, but erroneously tagged as)vae more frequent than the
reverse, which explains the slightly better performandemmmatization.

Multiword Recognition.  The performance of the multiword recognizer were more than
satisfactory, both in term of precision (correctly retediretrieved) and in terms of recall

2Multiple tags were not admitted in the gold standard, soeaditinterpretation was preferred; for ex-
ample, ‘New’ in ‘New York’ was tagged as an adjective (onljeaimultiword recognition was it considered
as part of the noun multiwordew_Yor k).
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(correctly retrieved/relevant): in total, only three niutirds were missed by the algo-
rithm and three others were misidentified. For example, énldbelOnline Databases
Google ‘Medicine’, the algorithm did not recognize the nwtirdon- | i ne_dat abase
because WWRDNET provides only the hyphenated version and the algorithm dotisan-
dle this kind of linguistic variation. Ii&sropius, WalterandJefferson, Thoma@n Google
‘Architecture’), the algorithm did not recognix&l t er .G opi us andThomas _Jef -

f er son since it depends on word order (giving up this strict conioecto word order
would increase recall but would decrease precision).

On the other hand, some false positives occurred becausuutievord recognizer
does not take into consideration any information about deégecy structure and seman-
tics. For example the multiwordi t y_st at e identified by the algorithm ifraverse
City State Hospita(Google ‘Architecture’) is wrong in the context of the Statespital
of Traverse City (Michigan) and so aegt novenent in Arts and Crafts Movement
(Yahoo! ‘Architecture’) andAndr ew_Jackson (the US president) iDowning, Andrew
Jacksongoogle ‘Architecture).

Sense Filtering. The performance of sense filtering is satisfactory as farrasigion

is concerned: we obtained precision rates varying betw&éa é&nd 73%. As an ex-
ample of wrong sense filtering, in the lali&iployment{placed directly under the root
Medicing, the algorithm erroneously removes the sense with the imgaof job and
retainsenpl oynent #4 (defined in WORDNET as‘the act of using’) because of the
WORDNET relation betweerenpl oynent #4 and opt onet r y#1 (which occurs in
the focus ofEmployment

Since sense filtering strictly depends on the relationsddaaniWORDNET, recall is
sensibly lower. In most cases, we obtained satisfactonyltseg.e. in the range from
24% to 35%, with a resulting F-measure ranging from 36% to 4Whe case of Ya-
hoo! ‘Medicine’, on the other hand, we obtained a recall of. 4Pfae algorithm actually
identified a very low number of WRDNET relations (around hundred) which mainly in-
volved monosemic lemmas (for which no sense filtering isiregy and so, in total, sense
filtering was applied only to 27 lemmas. This can be explaimgthe fact that this par-
ticular hierarchy contains words which are not much intatesl from the semantic point
of view.

Logical Relation Computation. Since it was not feasible to create a manual mapping
between all possible pairs of nodes, the logical relatimmputed by GXMATCH have
been evaluated considering the URLSs classified in the CHs uifilderlying assumption is
that, given a source node and a target node belonging toattféierarchies, the higher
the number of the documents (i.e. URLSs) shared by the nodegyigher the similarity
between them. The fact that the URLSs in Google and Yahoo! WWelttdries have been
classified manually guarantees both that these classiinsatire of high quality and that
they represent a good approximation of human judgment.
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The evaluation was performed in four steps: (i) we identiffezlsetD of documents
classified in both CHs and selected the nodes containingsité@e document belonging
to this set; (ii) we established a correlation between tbp@rtion of documents shared by
source node and target node and the logical relation egibgtween them. The method-
ology for this was taken from Doan et al. [DMDHO02], who propdbaree formulas for
calculating the similarity between nodes of CHs; (iii) wa K&rxMATCH on the selected
nodes; and (iv) evaluated the mapping relations computetitxM ATCH.

Equivalence relation. The evaluation of thequi val ence relation is based on the
similarity (calculated with the cosine measure) betweemgets of documents: the skt
of documents belonging to the common set of documBnttassified under the source
node, and the s& of documents belonging @ classified under the target node. Accord-
ing to (10) the similarity between the two sets is 1 if theyteamthe same documents and
0 if they are disjoint. Since in Yahoo! and Google Web direéet®the number of docu-
ments shared by pairs of nodes is low and there can be ditfelessifications of the same
document due to human disagreement, we introduced an ap@an factore, so that
anequi val ence relation is judged as correct if the similarity measure esmigetween
1 and (1 ), wheree is empirically set to 0,1.

(10) STM(A,B)= AN Bl\/(A* B)

More [less] general relation. The most-specific-parenimost-general-chilpdmeasure
(11) takes a value in the range [0,1] when a node subsumesitee so aror e [l ess]
general relation is correct if it ranges between 0 and 1.

P(A|B) if P(B|A) =1;

0 otherwise

(11)MSP(A, B) = {

Prec. Recall | F-measure
equivalence | .33 (.25)| .04 (.04)| .07 (.07)
Architecture more general.92 (.93)| .42 (.44)| .58 (.60)
less general | .88 (.90)| .62 (.41)| .73 (.56)
equivalence | .27 (.25)| .07 (.05)| .11 (.08)
Medicine  more genergl .91 (.95)| .48 (.45)| .63 (.61)
less general | .83 (.86)| .61 (.54)| .70 (.66)

Table 3.3: @xMATCH (and baseline) results on the mapping of Google and Yahoo!
‘Architecture’ and Google and Yahoo! ‘Medicine’.

The results of the experiment are reported in Table 3.3,rmgef precision, recall,
and F-measure obtained for the mapping relations returgeirta MATCH. A baseline
for the experiment was defined by considering a simple simagch comparison among
the labels placed on the path spanning from a concept tootsimahe CH (the results
of the baseline are reported in bracket). The results shawnibth the baseline and the
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CTXMATCH algorithm perform quite well. Not surprisingly, the baselireveals itself
as very precise, while ©XMATCH outperforms it with respect to recall. This confirms
an important strength of tXMATCH, namely that a content-based interpretation of con-
textual knowledge allows the discovery of non-trivial maqgs. As an example, the
equivalence between the nod@sar macol ogy/ Psychophar macol ogy/ Psychi atry
andPsychi at ry/ Psychophar macol ogy is found thanks to the WRDNET hyponymy
relation betweehar macol ogy andPsychophar macol ogy. A mapping of inclusion
(source concept is less general than target concept) betviest or y/ Peri ods_and
_Styl es/ Got hi c/ Gar goyl es andHi st ory/ Medi eval is computed thanks to the re-
lations betweemkdi eval andGot hi ¢ in WORDNET .
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Chapter 4

Employment of Linguistic Ontologies Iin
Klase: Text Summarization

Keywords, or keyphrasésprovide semantic metadata that characterize documenats, p
ducing an overview of the subject matter and contents of ameat. Keyword extraction
is a relevant technique for a number of text-mining relaseds$, including document re-
trieval, Web page retrieval, document clustering and suriza@on, Human and Machine
Readable Indexing and Interactive Query Refinement (se®0Tand [GPW 98]).

There are two major tasks exploiting keyphrases: keyplassgnment and keyphrase
extraction (see [Tur99]). In a keyphrase assignment tastetis a predefined list of
keyphrases (i.e, eontrolled vocabularyr controlled index terms These keyphrases are
treated as classes, and techniques ftext categorizatiorare used to learn models for
assigning a class to a given document. A document is conlvesta vector of features
and machine learning techniques are used to indut@@pingfrom the feature space
to the set of keyphrases (i.e. labels). The features aredlmséhe presence or absence
of various words or phrases in the input documents. Usuallgament may belong to
different classes.

In keyphrase extraction (hereafter KE), keyphrases aeetgzl from the body of the
input document, without a predefined list. When authorsgaskeyphrases without a
controlled vocabularyffee text keywordsr free index termp typically about 70% to
80% of their keyphrases appear somewhere in the body ofdbeuments [Tur97]. This
suggests the possibility of using author-assigned freekieyphrases to train a KE sys-
tem. In this approach, a document is treated as a set of Gtegtirases and the task is to
classify each candidate phrases as either a keyphrase-teegphrase [Tur97, FPW99].

A feature vector is calculated for each candidate phraserawthine learning techniques
are used to learn a model which classifies each candidategphsaa keyphrase or non-
keyphrase.

1Throughout this document we use the latter term to subsuentmer.
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Our work proposes to exploit a keyphrase extraction metlogyan order to identify
relevant terms in the document. Afterward, a score mechaissised to score the best
sentences for each cluster of documents. At its heart, tHeH &lgorithm first considers
a number of linguistic features to extract a list of well mrated candidate keyphrases,
then uses a machine learning framework to select signifleaypghrases for a document.
With respect to other approaches to keyphrase extractidfi{H makes use of linguistic
processors such as named entities recognition, which argsnally exploited.

LAKE participated in the DUC-2004 evaluation exercisektas(very short single
document summarielmited to 75 bytes). The system was based on the idea ofltage
Extraction as a useful approximation to summarization. Weediscuss results and com-
ment on both human assessment (Linguistic Quality and ressgeness of the summaries)
and the Pyramid based evaluation.

The chapter is organized as follows. In Section 4.1 we reporthe general archi-
tecture of our system, which combines a machine learningoagp with a linguistic
processing of the document. Section 4.2 describes thecipation of the system in the
DUC-2005 evaluation exercise and Section 4.3 shows thétseshtained by the system.

4.1 LAKE

LAKE (Linguistic Analysis based Keyphrase Extractor) iseyghrase extraction system
based on a supervised learning approach which makes usegoisiic processing of
documents. The system uses Nave Bayes as the learningtiahgand TF*IDF term
weighting with the position of a phrase as features. Unliteeokeyphrase exctraction
systems, like Kea and Extractor, LAKE chooses the candigatases using linguistic
knowledge. The candidate phrases generated by LAKE areesegs of Part of Speech
containing Multiword expressions and Named Entities. &otion is driven by a set of
"patterns” which are stored in a pattern database; once ttiee main work is done by
the learner device. The linguistic database makes LAKEumiq its category.

LAKE is based on three main components, (represented iné&igu: the Linguistic
Pre-Processor, the candidate Phrase Extractor and théedasnBhrase Scorer.

Linguistic Pre-Processor. Every document is analyzed by the Linguistic Pre-Processor
in the following three consecutive steps: Part of speeclyaisa Multiword recognition
and Named Entity Recognition.

e Part of Speech Tagger. The Part of Speech (POS) tagger poitt a tokenizer
and sentence delimiter, labeling each word in a sentendeitgiappropriate tag.
It decides if a given word is a noun, verb, adjective, etc. PRES tagger adopted
by LAKE is the TreeTaggér developed at the University of Stuttgart [Sch94]. The

2http:/www.
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TreeTagger uses a decision tree to obtain reliable estnaditieansition probabil-
ities. It determines the appropriate size of the conteximioer of words) which
is used to estimate the transition probabilities. For eXamip we have to find
the probability of a noun appearing after a determiner fo#ld by an adjective we
find out whether the previous tag is ADJ; if yes, then we go th®”yes” branch
and check if the tag previous to this was a determiner; if "yhen we get to a
probability of this occurrence.

e Multiwords Recognition. Sequences of words that are cameiias single lexical
units are detected in the input document according to thresgnce in WordNet
[Fel98]. For instance, the sequentChristmas treess transformed into the single
tokenChristmastreeand the PoS tag found in WordNet is assigned to it.

e Named Entities Recognition. The task of Named Entity Retan(NER) re-
quires a program to process a text and identify expressiuaisréfer to people,
places, companies, organization, products, and so foittas The program should
not merely identify the boundaries of a naming expressiahatso classify the ex-
pression, e.g., so that one knows that Rome refers to a aitynana person. For
Named Entities recognition we used LingPipa suite of Java tools designed to
perform linguistic analysis on natural language data. To includes a statisti-
cal named-entity detector, a heuristic sentence boundsatgctbr, and a heuristic
within-document co reference resolution engine. Nameiyeaxtraction models
are included for English news and can be trained for othegyuages and genres.

Candidate Phrase Extractor. Syntactic patterns that described either a precise and well
defined entity or concise events/situations were selestedradidate phrases (e.g. phrases
that may be selected as document reorientations). In theefozase, the focus was on uni-
grams and bi-grams (for instance Named Entity, noun, andesexgs of adjective+noun,
etc.), while in the latter have been considered longer sempseof parts of speech, often
containing verbal forms (for instance noun+verb+adjestivoun). Sequences such as
noun+adjective that are not allowed in English were notriak& consideration. Patterns
containing punctuation have been eliminated. ManuallyeHasen selected a restricted
number of PoS sequences that could have been significarden tordescribe the setting,
the protagonists and the main events of a newspaper arfiol¢his end, particular em-
phasis was given to named entities, proper and common nddme all the uni-grams,
bi-grams, tri-grams, and four-grams were extracted fragitiguistic pre-processor, they
were filtered with the patterns defined above.

As an example, let consider a document belonging to the DURuUsbthat reports on
the possible extradition of Pinochet from London to Spaiabl& refta:duc shows some
of the candidate phrases that our largest filter acceptedraidates from this document.

3LingPipe is free, available at http://www.alias-i.comgpipe/index.html
“http://www-nlpir.nist.gov/projects/duc/data.html
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Table 4.1: Examples of types of phrases and their patterns

Type of Pattern Example
phrase
Uni-Gram NE London
NE 1973
Bi-Gram JJ+NN Chilean dictator
JJ+NN Spanish magistrate
JJ+NN urinary infection
Tri-Gram NN+CC+NN genocide and terrorism
NN+VBD+NE newspaper reported Friday
NN+VBD+NN room locked television
Four-Gram | NE+MD+VB+VBN | Augusto Pinochet would be extradited
VBN+IN+JJ+NNS detained by British police
NN+TO+VB+NN extradition to stand trial
NN+VBD+JJ+NN dictatorship caused great suffering

Candidate Phrases Scorer. In this phase a score is assigned to each candidate phrase in

order to rank it and allowing the selection of the most appeade phrases as representative
of the original text. The score is based on a combination GiDF (i.e. the product of
the frequency of a candidate phrase in a certain documenthanitiverse frequency of
the phrase in all documents) and first occurrence, i.e. stamte of the candidate phrase
from the beginning of the document in which it appears. (€Hhfeatures are commonly
used keyphrase-related features.) However, since thadnay of a candidate phrase in
the whole collection is not significant, candidate phrasesat appear frequently enough
in the collection. It has been decided to estimate the vatigee TF*IDF using the
head of the candidate phrase, instead of the phrase itsetfording to the principle of
headedness [AvdWKvBO0O0], any phrase has a single word as Adedhead is the main
verb in the case of verb phrases, and a noun (last noun befpgoat-modifiers) in noun
phrases.

As learning algorithm, it has been used the Naive Bayess@iasprovided by the
WEKA package [WEFF99]. The classifier was trained in theolwlhg way on a corpus
with the available keyphrases. From the document colleatie extracted all the nouns
and the verbs. Each of them was marked as a positive examplesdévant keyphrase
for a certain document if it was present in the assessorgmaht of that document;
otherwise it was marked as a negative example. Then the tatarés (i.e. TF*IDF
and first occurrence) were calculated for each word. Thesiflaswas trained upon
this material and a ranked word list was returned (e.g.athct magistrate, infection,
etc. see Table 1). The system automatically looks in theidatel phrases for those
phrases containing these words. In our case Chilean dic&tanish magistrate, urinary
infection, etc. The top candidate phrases matching the wotput of the classifier are
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kept. The model obtained is reused in the subsequent stepen & new document or
corpus is ready we use the pre-processor module to prepaitididate phrases. The
model we got in the training is then used to score the phrasesned. In this case the
pre-processing part is the same. So, using the model we dbeitraining, we extract

nouns and verbs from documents, and then we keep the camgiledses containing
them.

4.2 LAKE at DUC-2005

Our decision to participate at DUC-2005 was mainly motiddby the fact that some
features of Task 1, i.e. the length limit of the output sumesand the fact that summaries
could be returned as lists of disjointed items, seemed tcefitiwa KE approach. In futher
experiments LAKE has been tested as a useful device in texbgapplication suitable
for small devices as well [DKO05]. Still, in [BD02] is discuss the usefulness of KE for
knowledge management purposes.

Given a user profile, a DUC topic, and a cluster of documernévaat to the DUC
topic, participants were asked to create from the docunzebtief, well-organized, fluent
summary addressing the need for information expresseckitoftic, at the level of gran-
ularity specified in the user profile. The summary should rotdmger than 250 words
(whitespace-delimited tokens) and should include (in stoma or other) all the informa-
tion in the documents that contributes to meeting the in&drom need. Each group was
allowed to submit one set of results, i.e., one summary foh éapic/cluster. A number
of extensions, described in the rest of this Section, wecessary in order to adapt the
LAKE system to the new task.

As a first step, we continued to use keyphrases as a documeogate. In other
words, we exploited the LAKE core system abilities to extfemm each documentof a
cluster an ordered list of keyphragds. Two options has been added with respect to last
year system. First, it is possible to set the number of keggds that the system extracts
from each document. Second, it is it is possible to set themmax number of words
composing a keypkrase. In short, for a given documettte system is able to extract
a keyphrase list/;, as long as we like and with the possibility to choose the remalh
words (i.e. up to four words) contained in each keyphrasaegtiktracted list.

Then we compare the keyphrase lists for each document anstineage two measures
which we think are crucial for selecting the most represerd!; among those produced
for a certain cluster. both the relevance and the coveragadi list. Given &l for a
documentd/ of a clusterC’;, the next step is to look for a score mechanism able to select
the best:/ and a as consequence the document that better represewtsalleecluster.

A summary for a cluste’ is represented by sentences of the docunigbelonging
to C;, which best represents fact reportedCin To estimate the representativeness of a
documentl in a clusterC' we use two measures: the relevance of the documefitand

30



the coverage of the documentdn Since documents are represented as list of relevant
keyphrases, the two measures are computed over such kegpista

The relevance of a keyphrase ligt with respect to a cluste?; is computed consid-
ering the frequency of the keyphrases composing the list.ifftwition is that keyphrases
with higher frequency bring the more relevant informatiarthe cluster. Relevance is
calculated according to the following formula:

wiijl freq(w, kl;)
fTGQ(w> Cj)

where freq(w, kl;) is the count of a wordv in a certain document anflreq(w, C;)
is the count ofw in all the document in cluste?;.

relevance(kl;) = (4.1)

The coverage of a keyphrase lig is an indication of the amount of information that
the keyphrase list contain with respect to the total amofimformation included in a
cluster of documents. Coverage is calculated accordingetdailowing formula:

length(kl;)
mazxlength(kl;, C')

coverage(kl;, C) = (4.2)

wherelength(kl;) is the number of keyphrases extracted from docurnjemhereas
mazlength(kl;, C') is the length of the longest keyphrase list extracted frorn@ithent
belonging to clustef’;. The intuition underlying being that the longer the keyslerast,
the more is its coverage for a certain cluster.

Finally, relevance and coverage are combined accordirgetéotlowing formula:

rep(kl;) = relevance(kl;, C) x coverage(kl;, C') (4.3)

which gives an overall measure of the representativenesskafyphrase list for a
certain document with respect to a cluster.

Finally, the keyphrase list which maximize the two parameete selected as the most
representative of the cluster and each keyphrase is autbstitvith the whole sentence in
which it appears, until a 250 word summary is built.

4.3 Results

In this Section we discuss results obtained at DUC-2005 anaient on both human
assessment (Linguistic Quality and Responsiveness ofuimengries) and the Pyramid
based evaluation, experimented for the first time this yfeanvhich CELCT (Center for
the Evaluation of Language and Communication technoldgias been involved. LAKE
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Table 4.2: Results of the LAKE system at DUC 2005

Average Relative
score position
Linguistic Quality 3.968 1/31
Responsiveness 16.7 19/31
(Scaled)
ROUGE-2 0.056270211| 20/31
ROUGE-SU4 | 0.1106907611 20/31

scored very well (first position) as far as the Linguistic @@yavas concerned, confirming
the hypothesis that an ordered list of relevant keywordsge@d representation of the
document content. As for for the Pyramid evaluation LAKErecbl9 on 31 participants.

Linguistic quality and responviveness. Summaries at DUC-2005 have been evaluated
by human assessors according to both their Linguistic @uahd to their Responsive-
ness. Linguistic quality assesses how readable and fluestuthmaries are, and measures
the qualities of the summary without comparing it with a madenmmary or DUC topic.
Five Quality Questionsvere used:

. Grammaticality

. Non-redundancy

1

2

3. Referential clarity
4. Focus

5

. Structure and Coherence

All linguistic quality questions were assessed on a fivexpecale from "1” (very
poor) to "5” (very good). As Table 4.2 shows LAKE, in averagbtained very good
results in this sense.

As for responsiveness the evaluation assesses how welsaauhary responds to the
topic. After having read the topic statement and all the @ased summaries, assessors
grade each summary according to how responsive it is to thie.to'he score was an
integer between 1 and 5, with 1 being least responsive anth§ best responsive. For a
given topic, some summary was required to receive each dihpossible scores, but no
distribution was specified for how many summaries had tave@ach score. The number
of human summaries per topic also varied. Therefore, raporesveness scores cannot
be directly compared across topics. The result LAKE obthioescaled responsiveness
is reported in Table 4.2. As can be seen LAKE scored 19 out sfy/8tems participating.
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ROUGE based evaluation. A second evaluation was conducted running ROUGE-1.5.5
with the main goal of computing recall scores (i.e., ROUG&RE ROUGE-SU4), even
though other scores are computed by the system. Table 4&sebe results of these two
score. For both the evaluations, LAKE scored 20 out of 3li@p#dting systems.

Pyramid based evaluation. ROUGE provides an automatic method to evaluate sys-
tems, however, Nenkova et al. (Nenkova and Passoneau, 8604)ed that ROUGE
measure cannot be used as an absolute measure of the systefo'snance. To fill up
this gap they proposed the Pyramid approach, that is a mamethiod for summariza-
tion evaluation, developed in an attempt to address thetliathumans choose different
words when write a summary. In short, the method seeks tomatictent units in peer
summaries (i.e., produced automatically by the systemt) sunilar content units found

in a pool of human summaries. A good peer summary is one witgecemtents units are
observed across many human summaries.

Table 4.3 and Table 4.4 show the results obtained. LAKE obthcompetitive results
scoring 11th and 10th, respectively for score (also namigghat score) and for modified
score. The original score uses as X the same number as upéarapg in the peer (i.e.,
it is precision oriented), while the modified score uses abeXaverage number of units
found in the human (model) summaries (i.e., it is recallrued).
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Table 4.3: Results for the Pyramid metric

Peer | Average | Rank

id Score | Score
14 | 0.2477 1
17 | 0.2398 2
10 | 0.2340 3
15 | 0.2322 4
7 0.2307 5
4 0.2197 6
16 | 0.2170 7
32 | 0.2134 8
6 0.2110 9

19 | 0.2089 | 10
12 | 0.2086 | 11
11 | 0.2085 | 12
21 | 0.2063 | 13
26 | 0.1970 | 14
28 | 0.1944 | 15
3 0.1894 | 16
13 | 0.1855 | 17
25 | 0.1691| 18
1 0.1666 | 19
27 | 0.1631| 20
31 | 0.1587 | 21
24 | 0.1491| 22
20 | 0.1446 | 23
30 | 0.1376 | 24
23 | 0.1216 | 25
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Table 4.4: Results for the Pyramid metric

Peer | Average Modified | Rank
id Score Score
10 0.2000 1
17 0.1972 2
14 0.1874 3
7 0.1840 4
15 0.1793 5
4 0.1722 6
16 0.1706 7
11 0.1691 8
19 0.1672 9
12 0.1645 10
6 0.1639 11
32 0.1607 12
21 0.1589 13
3 0.1459 14
26 0.1413 15
13 0.1412 16
28 0.1400 17
25 0.1395 18
27 0.1306 19

1 0.1258 20
31 0.1215 21
24 0.1140 22
30 0.1131 23
20 0.0937 24
23 0.0609 25
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